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#### Abstract

We consider the three-dimensional incompressible magnetohydrodynamics (MHD) equations in a bounded domain with small volume and free moving surface boundary. We establish a priori estimate for solutions with minimal regularity assumptions on the initial data in Lagrangian coordinates. In particular, due to the lack of the Cauchy invariance for MHD equations, the smallness assumption on the fluid domain is required to compensate a loss of control of the flow map. Moreover, we show that the magnetic field has certain regularizing effect which allows us to control the vorticity of the fluid and that of the magnetic field. To the best of our knowledge this is the first result that focuses on the low regularity solution for incompressible free-boundary MHD equations.
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[^0]
## 1 Introduction

The goal of this manuscript is to investigate the solutions in low regularity Sobolev spaces for the following incompressible inviscid MHD equations in a moving domain:

$$
\begin{cases}\partial_{t} u+u \cdot \nabla u-B \cdot \nabla B+\nabla\left(p+\frac{1}{2}|B|^{2}\right)=0, & \text { in } \mathcal{D} ;  \tag{1.1}\\ \partial_{t} B+u \cdot \nabla B-B \cdot \nabla u=0, & \text { in } \mathcal{D} ; \\ \operatorname{div} u=0, \operatorname{div} B=0, & \text { in } \mathcal{D}\end{cases}
$$

describing the motion of conducting fluids in an electromagnetic field, where $\mathcal{D}=\cup_{0 \leq t \leq T}\{t\} \times \Omega(t)$ and $\Omega(t) \subset \mathbb{R}^{3}$ is the domain occupied by the fluid with small volume whose boundary $\partial \Omega(t)$ moves with the velocity of the fluid. Under this setting, the fluid velocity $u=\left(u_{1}, u_{2}, u_{3}\right)$, the magnetic field $B=\left(B_{1}, B_{2}, B_{3}\right)$, the fluid pressure $p$ and the domain $\mathcal{D}$ are to be determined; in other words, given a simply connected bounded domain $\Omega(0) \subset \mathbb{R}^{3}$ and the initial data $u_{0}$ and $B_{0}$ satisfying the constraints $\operatorname{div} u_{0}=0$ and $\operatorname{div} B_{0}=0$, we want to find a set $\mathcal{D}$ and the vector fields $u$ and $B$ solving (1.1) satisfying the initial conditions:

$$
\begin{equation*}
\Omega(0)=\{x:(0, x) \in \mathcal{D}\}, \quad(u, B)=\left(u_{0}, B_{0}\right), \quad \text { in }\{0\} \times \Omega_{0} . \tag{1.2}
\end{equation*}
$$

We also require the following boundary conditions on the free boundary $\partial \mathcal{D}=\cup_{0 \leq t \leq T}\{t\} \times \partial \Omega(t)$ :

$$
\begin{cases}\left.\left(\partial_{t}+u \cdot \nabla\right)\right|_{\partial \mathcal{D}} \in \mathcal{T}(\partial \mathcal{D}) &  \tag{1.3}\\ p=0 & \text { on } \partial \mathcal{D}, \\ |B|=c, \quad B \cdot \mathcal{N}=0 & \text { on } \partial \mathcal{D},\end{cases}
$$

where $\mathcal{T}(\partial \mathcal{D})$ is the tangent bundle of $\partial \mathcal{D}, \mathcal{N}$ is the exterior unit normal to $\partial \Omega_{t}$ and $c \geq 0$ is a constant. The first condition of (1.3) means that the boundary moves with the velocity of the fluid, the second condition of (1.3) means that the region outside $\Omega_{t}$ is vacuum, where $B \cdot \mathcal{N}=0$ on $\partial \Omega_{t}$ implies that the fluid is a perfect conductor; in other words, the induced electric field $\mathcal{E}$ satisfies $\mathcal{E} \times \mathcal{N}=0$ on $\partial \Omega_{t}$. Also, the condition $|B|=c$ on $\partial \Omega_{t}$ yields that the physical energy is conserved, i.e., denoting $D_{t}=\partial_{t}+u \cdot \nabla$, and invoking the divergence free condition for both $u$ and $B$, we have:

$$
\begin{aligned}
& \frac{d}{d t}\left[\frac{1}{2} \int_{\Omega(t)}|u|^{2}+\frac{1}{2} \int_{\Omega(t)}|B|^{2}\right] \\
= & \int_{\Omega(t)} u \cdot D_{t} u+\int_{\Omega(t)} B \cdot D_{t} B \\
= & -\int_{\Omega(t)} u \cdot \nabla\left(p+\frac{1}{2}|B|^{2}\right)+\int_{\Omega(t)} u \cdot(B \cdot \nabla B)+\int_{\Omega(t)} B \cdot(B \cdot \nabla u) \\
= & -\int_{\partial \Omega(t)}(u \cdot \mathcal{N}) p-\underbrace{\int_{\partial \Omega(t)} \frac{1}{2}(u \cdot \mathcal{N}) c^{2}}_{=0 \text { by Gauss theorem }}+\int_{\Omega(t)} u \cdot(B \cdot \nabla B)-\int_{\Omega(t)} u \cdot(B \cdot \nabla B)=0 .
\end{aligned}
$$

We will establish a priori bounds for the MHD equations (1.1)-(1.3) when $u_{0}, B_{0} \in H^{2.5+\delta}(\Omega(0))$ for $\delta \in(0,0.5)$ under the physical sign condition

$$
\begin{equation*}
-\nabla_{\mathcal{N}}\left(p+\frac{1}{2}|B|^{2}\right) \geq \epsilon_{0}>0 \quad \text { on } \partial \Omega(t) \tag{1.4}
\end{equation*}
$$

We recall here that for the free-boundary problem of the motion of a incompressible fluid without magnetic field (i.e., the incompressible free-boundary Euler equations), the physical sign condition reads

$$
-\nabla_{\mathcal{N}} p \geq \epsilon_{0}>0 \quad \text { on } \partial \Omega(t)
$$

Condition (1.4) was first discovered by Hao and Luo [16] when proving the a priori energy estimate for the free boundary incompressible MHD equations with $H^{4}$ initial data. Very recently, they proved that (1.1)-(1.3) is ill-posed when (1.4) is violated [17]. The quantity $p+\frac{1}{2}|B|^{2}$ (i.e., the total pressure) plays an important role here in our analysis. In fact, it determines the acceleration of the moving surface boundary.

### 1.1 History and background

In the absence of the magnetic field $B$, the system (1.1) is reduced to the free-boundary Euler equations which has attracted much attention in the past two decades. Important progress has been made for both incompressible and compressible flows, with or without surface tension, and with or without vorticity. Without attempting to be exhaustive, we refer $[1,5,6,9,18,22,23,24,25,26,28,29,32,33,34,40,41,42]$ for more details.

On the other hand, the MHD equations describe the behavior of an electrically conducting fluid (e.g., a plasma) acted on by a magnetic field. In particular, the free-boundary MHD equations (also known as the plasma-interface problem) describes the phenomenon when the plasma is separated from the outside wall by a vacuum, whose motion can be formulated as the incompressible free-boundary MHD equations.

Although the MHD equations in a fixed domain have been the focus of a great deal of activities, e.g., $[3,4,11,12,13,19,39]$, much less is known for the free-boundary case. The main difficulty is the strong coupling between $u$ and $B$ (i.e., the appearance of $B \cdot \nabla B$ and $B \cdot \nabla u$ terms in the first and second equations of (1.1), respectively). In fact, the appearance of the Lorentzian force term $B \cdot \nabla B$ destories the Cauchy invariance, which provides good estimates for curl $v$ when $B$ is absent; indeed, one can see this by commuting the curl operator through the first equation of (1.1), which implies ${ }^{1}$

$$
\left(\partial_{t}+\nabla_{u}\right) \operatorname{curl} u \sim \nabla(\operatorname{curl} B) .
$$

Nevertheless, it is remarkable that the magnetic field $B$ yields certain regularizing effect (cf. [38]), which can be derived from the transport equation of $B$ (i.e., the second equation of (1.1)). Such regularizing effect plays an important role to control the full Sobolev norms of curl $B$ and curl $u$ and hence the full Sobolev norm of $B$ and $u$ via the div-curl estimate. We will provide more details on this in Section 1.3.

For the free-boundary MHD equations, the local (in time) well-posedness (LWP) of the linearized equations was studied by Morando-Trakhinin-Trebeschi [27], Secchi-Trakhinin [30] and Trakhinin [37]. For the nonlinear equations, Hao-Luo [16] proved the a priori energy estimate with $H^{4}$ initial data and the LWP was established by Secchi-Trakhinin [31] and Gu-Wang [14]. Also, we mention here that in Hao [15] and Sun-Wang-Zhang [35], the authors studied the a priori energy estimate and LWP, respectively, for the free-boundary MHD equations with nontrivial vacuum magnetic field.

In this manuscript, we establish the local a priori energy estimate with $u, B \in H^{2.5+\delta}$ with $\delta>0$ is arbitrary. This agrees with the minimal regularity assumption (i.e., $H^{\frac{d}{2}+1+\delta}$, where $d$ is the spatial dimension) that one may expect for the velocity field in the theory of the free-boundary incompressible Euler equations (see, e.g., [10, 21, 22]). In fact, Bourgain-Li [2] proved that the incompressible Euler equations with $H^{\frac{d}{2}+1}$ initial data are ill-posed even in the free space $\mathbb{R}^{d}$.

### 1.2 MHD system in Lagrangian coordinates and Main result

We reformulate the MHD equations in Lagrangian coordinates, in which the free domain becomes fixed. Let $\Omega$ be a bounded domain in $\mathbb{R}^{3}$. Denoting coordinates on $\Omega$ by $y=\left(y_{1}, y_{2}, y_{3}\right)$, we define $\eta:[0, T] \times \Omega \rightarrow \mathcal{D}$ to be the flow map of the velocity $u$, i.e.,

$$
\begin{equation*}
\partial_{t} \eta(t, y)=u(t, \eta(t, y)), \quad \eta(0, y)=y \tag{1.5}
\end{equation*}
$$

We introduce the Lagrangian velocity, magnetic field and fluid pressure, respectively, by

$$
\begin{equation*}
v(t, y)=u(t, \eta(t, y)), \quad b(t, y)=B(t, \eta(t, y)), \quad q(t, y)=p(t, \eta(t, y)) \tag{1.6}
\end{equation*}
$$

Let $\partial$ be the spatial derivative with respect to $y$ variable. We introduce the cofactor matrix $a=[\partial \eta]^{-1}$, which is well-defined since $\eta(t, \cdot)$ is almost the identity map when $t$ is sufficiently small. It's worth noting that $a$ verifies the Piola's identity, i.e.,

$$
\begin{equation*}
\partial_{\mu} a^{\mu \alpha}=0 \tag{1.7}
\end{equation*}
$$

Here, the summation convention is used for repeated upper and lower indices, and in above and throughout, all indices (e.g., Greek and Latin) range over 1, 2, 3.

[^1]Denote the total pressure $p_{\text {total }}=p+\frac{1}{2}|B|^{2}$ and let $Q=p_{\text {total }}(t, \eta(t, y))$. Then (1.1)-(1.3) can be reformulated as:

$$
\begin{cases}\partial_{t} v_{\alpha}-b_{\beta} a^{\mu \beta} \partial_{\mu} b_{\alpha}+a_{\alpha}^{\mu} \partial_{\mu} Q=0 & \text { in }[0, T] \times \Omega ;  \tag{1.8}\\ \partial_{t} b_{\alpha}-b_{\beta} a^{\mu \beta} \partial_{\mu} v_{\alpha}=0 & \text { in }[0, T] \times \Omega ; \\ a_{\alpha}^{\mu} \partial_{\mu} v^{\alpha}=0, a_{\alpha}^{\mu} \partial_{\mu} b^{\alpha}=0 & \text { in }[0, T] \times \Omega \\ v_{3}=0 & \text { on } \Gamma_{0} ; \\ a^{\mu \nu} b_{\mu} b_{v}=c^{2}, Q=\frac{1}{2} c^{2}, a_{\nu}^{\mu} b^{\nu} N_{\mu}=0 & \text { on } \Gamma ; \\ \frac{\partial Q}{\partial N}=\partial_{3} Q \leq-\epsilon_{0} & \text { on } \Gamma_{1} .\end{cases}
$$

Remark. In above and throughout, the upper index of $a$ represents the number of the rows whereas the lower index represents the number of the columns, i.e., $a_{\mathrm{column}}^{\text {row }}$.

For the sake of simplicity and clean notation, here we consider the model case when

$$
\begin{equation*}
\Omega=\mathbb{T}^{2} \times(0, \bar{\epsilon}) \tag{1.9}
\end{equation*}
$$

where $\bar{\epsilon} \ll 1$ and $\partial \Omega=\Gamma_{0} \cup \Gamma_{1}$ and $\Gamma_{1}=\mathbb{T}^{2} \times\{\bar{\epsilon}\}$ is the top (moving) boundary, $\Gamma_{0}=\mathbb{T}^{2} \times\{0\}$ is the fixed bottom. We shall treat the general bounded domain with small volume in Section 6 by adapting what has been done in [10]. However, choosing $\Omega$ as above allows us to focus on the real issues of the problem without being distracted by the cumbersomeness of the partition of unity. Let $N$ stands for the outward unit normal of $\partial \Omega$. In particular, we have $N=(0,0,-1)$ on $\Gamma_{0}$ and $N=(0,0,1)$ on $\Gamma_{1}$.

In this paper, we prove:
Theorem 1.1. Let $\Omega$ be defined as in (1.9). Let $(\eta, v, b)$ be the solution of (1.8) and $\delta \in(0,0.5)$. Assume that $v(0, \cdot)=v_{0} \in H^{2.5+\delta}(\Omega)$ and $b(0, \cdot)=b_{0} \in H^{2.5+\delta}(\Omega)$ be divergence free vector fields and $b_{0} \cdot N=0$ on $\partial \Omega$. Let

$$
\begin{equation*}
N(t):=\|\eta(t)\|_{H^{3+\delta}}^{2}+\|v(t)\|_{H^{2.5+\delta}}^{2}+\|b(t)\|_{H^{2.5+\delta}}^{2} \tag{1.10}
\end{equation*}
$$

Then for sufficiently small $\bar{\epsilon}$, there exists a $T>0$, depending only on $N(0)$ and $\bar{\epsilon}$ such that $N(t) \leq P(N(0))$ for all $t \in[0, T]$, provided the physical sign condition

$$
\begin{equation*}
-\left.\frac{\partial Q}{\partial N}\right|_{t=0}=-\left.\partial_{3} Q\right|_{t=0} \geq \epsilon_{0}>0, \quad \text { on } \Gamma_{1} \tag{1.11}
\end{equation*}
$$

holds. Here, $P$ is a polynomial of its arguments.
Remark. We will show that the physical sign condition (1.12) propagates within $[0, T]$. In other words, it holds

$$
\begin{equation*}
-\partial_{3} Q(t) \geq \epsilon_{0}>0, \quad \text { on } \Gamma_{1}, \quad t \in[0, T] . \tag{1.12}
\end{equation*}
$$

### 1.3 Strategy, organisation of the paper, and discussion of the difficulties

Notations. All definitions and notations will be defined as they are introduced. In addition, a list of symbols will be given at the end of this section for a quick reference.

Definition 1.1. The $L^{2}$ - based Sobolev spaces are denoted by $H^{s}(\Omega)$, where we abbreviate corresponding norm $\|\cdot\|_{H^{r}(\Omega)}$ as $\|\cdot\|_{H^{r}}$ when no confusion can arise. We denote by $H^{s}(\Gamma)$ the Sobolev space of functions defined on $\Gamma$, with norm $\|\cdot\|_{H^{s}(\Gamma)}$.

Notation 1.2. We use $\epsilon$ to denote a small positive constant which may vary from expression to expression. Typically, $\epsilon$ comes from choosing sufficiently small time, from Lemma 2.1 and from the Young's inequality.

Notation 1.3. We use $P=P(\cdots)$ to denote a generic polynomial in its arguments.
Now we can state the strategies we used and discuss the discovery and the difficulty in MHD system.

## Gronwall-Type argument and div-curl estimates

The proof of Theorem 1.1 relies on div-curl type estimates of the velocity field $v$, the magnetic field $b$ and the Lagrangian flow map $\eta$. In particular, let $N(t)$ be defined as in Theorem 1.1. Then if vol $(\Omega)$ is sufficiently small (i.e., $\bar{\epsilon} \ll 1$ ), there exists a $T>0$ such that the estimate

$$
\begin{equation*}
N(t) \lesssim M_{0}+\epsilon P(N(t))+P(N(t)) \int_{0}^{t} P(N(s)) d s \tag{1.13}
\end{equation*}
$$

holds whenever $t \in[0, T]$, where $M_{0}=M_{0}\left(\left\|v_{0}\right\|_{H^{2.5+\delta}},\left\|b_{0}\right\|_{H^{2.5+\delta}}\right)$. This implies $N(t) \lesssim M_{0}$ by a Gronwall-type argument that can be found in Chapter 1 of Tao [36].

## Creation of vorticity by the magnetic field

The vorticity of the conducting fluid cannot be controlled analogously to that in the case of a non-conducting fluid due to the lack of the Cauchy invariance, since its derivation involves the derivative of the Lorentzian force $\left(b_{0} \cdot \partial\right) b$, which contributes to higher order terms. In particular, let $\epsilon^{\mu \nu \tau}$ be the anti-symmetric tensor with $\epsilon^{123}=1$. We have:

$$
\begin{align*}
& \partial_{t}\left(\epsilon^{\mu \nu \tau} \partial_{\nu} v^{m} \partial_{\tau} \eta_{m}\right)=\underbrace{\epsilon^{\mu \nu \tau} \partial_{\nu} v^{m} \partial_{\tau} v_{m}}_{=0}+\epsilon^{\mu \nu \tau} \partial_{\nu} v_{t}^{m} \partial_{\tau} \eta_{m} \\
&=\underbrace{-\epsilon^{\mu \nu \tau} \partial_{\nu}\left(a^{\ell m} \partial_{\ell} Q\right) \partial_{\tau} \eta_{m}}_{=0, \text { same as the Euler's equations }}+\epsilon^{\mu \nu \tau} \partial_{\nu}\left(b_{0}^{\sigma} \partial_{\sigma} b^{m}\right) \partial_{\tau} \eta_{m}, \tag{1.14}
\end{align*}
$$

where the last term in the second line is equal to

$$
\begin{align*}
& \epsilon^{\mu \nu \tau} \partial_{\nu}\left(b_{0}^{\sigma} \partial_{\sigma} b^{m}\right) \delta_{m}^{\tau}+\epsilon^{\mu \nu \tau} \partial_{\nu}\left(b_{0}^{\sigma} \partial_{\sigma} b^{m}\right)\left(\partial_{\tau} \eta_{m}-\delta_{m}^{\tau}\right) \\
& \quad=\operatorname{curl}\left(b_{0}^{\sigma} \partial_{\sigma} b\right)+\epsilon^{\mu \nu \tau} \partial_{\nu}\left(b_{0}^{\sigma} \partial_{\sigma} b^{m}\right)\left(\partial_{\tau} \eta_{m}-\delta_{m}^{\tau}\right), \tag{1.15}
\end{align*}
$$

is nonzero in general. We remark here that it is the Lorentzian force that causes the strong coupling between $v$ and $b$. One can imagine that the Lorentzian force twists the trajectory of an electric particle in a magnetic field and produces vorticity even if the initial data is curl-free. However, we can control curl $v$ and curl $b$ from their evolution equation derived by taking the Eulerian curl operator to the first equation of (1.8). This will be dicussed in the following paragraph.

## Regularizing effect of $b$ : Controlling curl $v$, curl $b$ and pressure $Q$

The key to control $\|v\|_{H^{2.5+\delta}}$ and $\|b\|_{H^{2.5+\delta}}$ is to control $\left\|B_{a} v\right\|_{H^{1.5+\delta}}$ and $\left\|B_{a} b\right\|_{H^{1.5+\delta}}$, where $B_{a}$ denotes the Eulerian curl operator, i.e., $\left[B_{a} X\right]_{\lambda}=\epsilon_{\lambda \tau \alpha} a^{\mu \tau} \partial_{\mu} X^{\alpha}$, where $\epsilon_{\lambda \tau \alpha}$ is the anti-symmetric tensor with $\epsilon_{123}=1$. These quantities are treated straightforwardly for non-conducting fluids (i.e., Euler equations) thanks to the remarkable Cauchy invariance. We, nevertheless, have to control them differently since the Cauchy invariance fails for MHD equations due to the presence of the Lorentzian force term $b_{\beta} a^{\mu \beta} \partial_{\mu} b$. Inspired by Gu-Wang [14], one can derive the evolution equation for $B_{a} v$ and $B_{a} b$. With the help of the following identities ${ }^{2}$

$$
\begin{equation*}
b_{\beta} a^{\mu \beta}=b_{0}^{\mu} \quad \text { and } \quad b_{\mu}=\left(b_{0} \cdot \partial\right) \eta_{\mu} \tag{1.16}
\end{equation*}
$$

mentioned in Gu-Wang [14], one can rewrite the first equation of (1.8) as

$$
\begin{equation*}
\partial_{t} v_{\alpha}+a_{\alpha}^{\mu} \partial_{\mu} Q=\left(b_{0} \cdot \partial\right)^{2} \eta_{\alpha} . \tag{1.17}
\end{equation*}
$$

Now, one may apply the curl operator $B_{a}$ on both sides of (1.17) and get:

$$
\begin{equation*}
\left(B_{a} \partial_{t} v\right)_{\lambda}=\left(B_{a}\left(\left(b_{0} \cdot \partial\right)^{2} \eta\right)\right)_{\lambda} \tag{1.18}
\end{equation*}
$$

which yields an evolution equation after commuting $\partial_{t}$ and $b_{0} \cdot \partial$ on both sides of (1.18):

$$
\begin{equation*}
\partial_{t}\left(B_{a} v\right)_{\lambda}-\left(b_{0} \cdot \partial\right) B_{a}\left(\left(b_{0} \cdot \partial\right) \eta\right)_{\lambda}=\text { error terms }+ \text { commutators. } \tag{1.19}
\end{equation*}
$$

This, in particular, yields an energy identity for $B_{a} v$ and $B_{a} b=B_{a}\left(b_{0} \cdot \partial\right) \eta$, i.e.,

$$
\begin{equation*}
E_{\text {curl }}(t):=\frac{1}{2} \int_{\Omega}\left|\partial^{1.5+\delta} B_{a} v\right|^{2}+\left|\partial^{1.5+\delta} B_{a}\left(b_{0} \cdot \partial\right) \eta\right|^{2} \tag{1.20}
\end{equation*}
$$

[^2]and it can be shown that $\mathcal{E}(t)$ verifies the following estimates by using Kato-Ponce inequalities (2.3)
\[

$$
\begin{equation*}
E_{\mathrm{curl}}(t) \leq\left\|b_{0}\right\|_{H^{2.5+\delta}}+\int_{0}^{t} P\left(\|\eta\|_{H^{2.5+\delta}},\|v\|_{H^{2.5+\delta}},\|b\|_{H^{2.5+\delta}}\right) \tag{1.21}
\end{equation*}
$$

\]

On the other hand, it is worth pointing out that the control of $\|Q\|_{H^{3+\delta}}$ and $\left\|\partial_{3} Q_{t}\right\|_{L^{\infty}(\partial \Omega)}$ (and hence $\left.\left\|Q_{t}\right\|_{H^{2.5+\delta}}\right)$ are both required. These quantities are needed even for the incompressible free-boundary Euler equations, whose a priori energy estimate can be closed by requiring $\eta$ to be half derivatives more regular than $v$ (see, e.g., [1, 21, 22]). In the case of a conducting fluid, i.e., MHD equations, we have to use the regularizing effect of the magnetic field (i.e., identities (1.16)) to show that $\|\eta\|_{H^{3+\delta}}$ is still good enough to control $\|Q\|_{H^{3+\delta}}$ and $\left\|Q_{t}\right\|_{H^{2.5+\delta}}$. In particular, $Q_{t}$ satisfies an elliptic equation that involves $b_{0}^{\mu} \partial_{\mu} a^{\nu \alpha} \partial_{\nu} \partial_{t} b_{\alpha}$ as part of its source term, whose $H^{0.5+\delta}$ norm requires $\eta \in H^{3.5+\delta}$ to control. However, this term can be avoided by invoking the identities (1.16) when deriving the elliptic PDE of $Q_{t}$.

Remark. One may drop the requirement for $\|\eta\|_{H^{s+0.5}}$ when $s>3.5$ using Alinhac's good unknowns thanks to the fact that $\partial a \in L^{\infty}$. We refer $[14,16]$ for details.

## Smallness of the fluid's volume is required: Nonlinear control of curl $\eta$

One needs to control $\|$ curl $\eta \|_{H^{2+\delta}}$ (and hence $\left\|B_{a} \eta\right\|_{H^{2+\delta}}$ ) to close the a priori estimate. This can be done in the case of a non-conducting fluid using the Cauchy invariance if one assumes $\omega_{0}=\operatorname{curl} v_{0} \in H^{2+\delta}$ (cf. [22]). This, again, fails for MHD equations. In order to control $B_{a} \partial \eta$, one can only hope to use the multiplicative Sobolev inequality and Young's inequality with $\epsilon$ to derive the nonlinear estimate, which produces a term $\epsilon^{-1} P\left(\|\eta(0)\|_{H^{2.5+\delta}}\right)$. Therefore, we require the body of the conducting fluid to have small volume to fight the growth of the vorticity brought by twisting effect of the Lorentzian force (in other words, the strong coupling between $b$ and $v$ ), otherwise the Gronwall-type argument no longer holds since it requires $\epsilon$ to be sufficiently small. The smallness of the fluid body can be propagated ${ }^{3}$ if it holds initially since $\eta$ is volume-preseving.

## Organization of the paper:

The manuscript will be organized as follows. In Section 2 we record the preliminary estimates for the cofactor matrix $a$ and its time derivatives. Also, the well-known Kato-Ponce commutator estimates are summarized as Lemma 2.3 for readers' convenience. Section 3 is devoted to control $\|Q\|_{H^{3+\delta}}$ and $\left\|Q_{t}\right\|_{H^{2.5+\delta}}$, which is required for the tangential estimate of $v$. In Section 4 we prove the tangential estimates for both $v$ and $b$. Finally, in Section 5, we provide the control for the full Sobolev norms of $v, b$ and $\eta$ using a div-curl type estimate. Also, we show that the physical sign condition (1.12) propagates within a short period by showing that the quantity $\left.\partial_{3} Q\right|_{\Gamma_{1}}$ is $1 / 4$-Hölder continuous in time, which allows us to close the a priori estimates.

Acknowledgement: We would like to thank Marcelo Disconzi and Igor Kukavica for many insightful discussions. Also, we thank Igor for sharing his idea on the proof of Lemma 5.5.

## List of symbols:

- $\epsilon$ : A small positive constant which may vary from expression to expression.
- $\bar{\epsilon}$ : The "height" of the fluid domain $\Omega$, which is also chosen to be sufficiently small.
- $a=[\partial \eta]^{-1}$ : The cofactor matrix;
- $\|\cdot\|_{H^{s}}$ : We denote $\|f\|_{H^{s}}:=\|f(t, \cdot)\|_{H^{s}(\Omega)}$ for any function $f(t, y)$ on $[0, T] \times \Omega$.
- $P$ : A generic polynomial in its arguments;
- $\mathcal{P}: \mathcal{P}=P\left(\|v\|_{H^{2.5+\delta}},\|b\|_{H^{2.5+\delta}}\right)$ (and so $\mathcal{P}_{0}=P\left(\left\|v_{0}\right\|_{H^{2.5+\delta}},\left\|b_{0}\right\|_{H^{2.5+\delta}}\right)$;
- $N(t): N(t)=\|\eta\|_{H^{3+\delta}}^{2}+\|v\|_{H^{2.5+\delta}}^{2}+\|b\|_{H^{2.5+\delta}}^{2}$;

[^3]- $\bar{\partial}=(I-\bar{\Delta})^{1 / 2}$ where $\bar{\Delta}=\partial_{1}^{2}+\partial_{2}^{2}$, and $S=\bar{\partial}^{2.5+\delta}$ : Tangential differential operators.


## 2 Preliminary Lemmas

The first lemma is about some basic estimate of the cofactor matrix $a$, which shall be used throughout the rest of the manuscript.
Lemma 2.1. Suppose $\|\partial v\|_{L^{\infty}\left([0, T] ; H^{1.5+\delta(\Omega))}\right.} \leq M$. If $T \leq \frac{1}{C M}$ for a sufficiently large constant $K$, then the following estimates hold:
(1) $\|\partial \eta\|_{H^{1.5+\delta(\Omega)}} \leq C$ for $t \in[0, T]$;
(2) $\operatorname{det}(\partial \eta(t, x))=1$ for $(x, t) \in \Omega \times[0, T]$;
(3) $\|a(\cdot, t)\|_{H^{1.5+\delta}(\Omega)} \leq C$ for $t \in[0, T]$;
(4) $\left\|a_{t}(\cdot, t)\right\|_{L^{p}(\Omega)} \leq C\|\partial v\|_{L^{p}(\Omega)}$ for $t \in[0, T], 1 \leq p \leq \infty$;
(5) $\left\|a_{t}(\cdot, t)\right\|_{H^{r}(\Omega)} \leq C\|\partial v\|_{H^{r}(\Omega)}$ for $t \in[0, T], 0 \leq r \leq 1.5+\delta$;
(6) $\left\|a_{t t}(\cdot, t)\right\|_{H^{r}(\Omega)} \leq C\|\partial v\|_{H^{1.5+\delta}}\|\partial v\|_{H^{r}}+C\left\|\partial v_{t}\right\|_{H^{r}}$, for $t \in[0, T], 0<r \leq 0.5+\delta$;
(7) For every $0<\epsilon \leq 1$, there exists a constant $C>0$ such that for all $0 \leq t \leq T^{\prime}:=\min \left\{\frac{\epsilon}{C M}, T\right\}>0$, we have

$$
\left\|a_{v}^{\mu}-\delta_{v}^{\mu}\right\|_{H^{1.5+\delta}(\Omega)} \leq \epsilon, \quad\left\|a_{\alpha}^{\mu} a_{\alpha}^{v}-\delta^{\mu v}\right\|_{H^{1.5+\delta}(\Omega)} \leq \epsilon
$$

(8) $\partial_{m} a_{\alpha}^{\mu}=-a_{\nu}^{\mu} \partial_{\beta} \partial_{m} \eta^{\nu} a_{\alpha}^{\beta}$ for $m=1,2,3$.

Proof. See [21]: (1)-(7) is Lemma 3.1 and (8) is formula (6.6).
The next lemma reveals the regularizing effect of the magnetic field $b$; in particular, the flow map $\eta$ is more regular in the direction of $b_{0}$. It was also used in Wang [38] and Gu-Wang [14]

Lemma 2.2. Let $(v, b, \eta)$ be a solution to (1.8) with initial data $\left(v_{0}, b_{0}, \eta_{0}\right)$. Then the following two identities hold:

$$
\begin{gather*}
a^{v \alpha} b_{\alpha}=b_{0}^{\nu}  \tag{2.1}\\
b^{\beta}=\left(b_{0} \cdot \partial\right) \eta^{\beta}=b_{0}^{\nu} \partial_{\nu} \eta^{\beta} . \tag{2.2}
\end{gather*}
$$

Proof. For (2.1), we multiply $a^{v \alpha}$ to the second equation of (1.8) to get

$$
a^{\nu \alpha} \partial_{t} b_{\alpha}=a^{\nu \alpha} b_{\beta} a^{\mu \beta} \partial_{\mu} \partial_{t} \eta_{\alpha}=a^{\nu \alpha} b_{\beta} \partial_{t}(\underbrace{a^{\mu \beta} \partial_{\mu} \eta_{\alpha}}_{=\delta_{\alpha}^{\beta}})-b_{\beta} \partial_{t} a^{\mu \beta}(\underbrace{\partial_{\mu} \eta_{\alpha} a^{\nu \alpha}}_{\delta_{\mu}^{\psi}})=-b_{\alpha} \partial_{t} a^{\nu \alpha}
$$

so $\partial_{t}\left(a^{\nu \alpha} b_{\alpha}\right)=0$ and thus $a^{\nu \alpha} b_{\alpha}=b_{0}^{\nu}$. For (2.2), it can be easily derived by multiplying $\partial_{\nu} \eta_{\beta}$ on the both sides of (2.1) and using $a: \partial \eta=I$.

The last lemma records the well-known Kato-Ponce commutator estimates, the proof of which can be found in [20].

Lemma 2.3. Let $J=(I-\Delta)^{1 / 2}, s \geq 0$. Then the following estimates hold:
(1) $\forall s \geq 0$ and $1<p<\infty$, we have

$$
\begin{equation*}
\left\|J^{s}(f g)-f\left(J^{s} g\right)\right\|_{L^{p}} \lesssim\|\partial f\|_{L^{\infty}}\left\|J^{s-1} g\right\|_{L^{p}}+\left\|J^{s} f\right\|_{L^{p}}\|g\|_{L^{\infty}} ; \tag{2.3}
\end{equation*}
$$

(2) $\forall s \geq 0$, we have

$$
\begin{equation*}
\left\|J^{s}(f g)\right\|_{L^{2}} \lesssim\|f\|_{W^{s, p_{1}}}\|g\|_{L^{p_{2}}}+\|f\|_{L^{q_{1}}}\|g\|_{W^{s, q_{2}}} \tag{2.4}
\end{equation*}
$$

with $1 / 2=1 / p_{1}+1 / p_{2}=1 / q_{1}+1 / q_{2}$ and $2 \leq p_{1}, q_{2} \leq \infty ;$
(3) $\forall s \in(0,1)$, we have

$$
\begin{equation*}
\left\|J^{s}(f g)-f\left(J^{s} g\right)-\left(J^{s} f\right) g\right\|_{L^{p}} \lesssim\|f\|_{W^{s_{1}, p_{1}}}\|g\|_{W^{s-s_{1}, p_{2}}} \tag{2.5}
\end{equation*}
$$

where $0<s_{1}<s$ and $1 / p_{1}+1 / p_{2}=1 / p$ with $1<p<p_{1}, p_{2}<\infty$;
(4) $\forall s \geq 1$, we have

$$
\begin{equation*}
\left\|J^{s}(f g)-f\left(J^{s} g\right)\right\|_{L^{2}} \lesssim\|f\|_{W^{s, p_{1}}}\|g\|_{L^{p_{2}}}+\|f\|_{W^{1, q_{1}}}\|g\|_{W^{s-1, q_{2}}} \tag{2.6}
\end{equation*}
$$

where $1 / 2=1 / p_{1}+1 / q_{1}=1 / p_{2}+1 / q_{2}$ with $1<p<p_{1}, p_{2}<\infty$; and

$$
\begin{equation*}
\left\|J^{s}(f g)-\left(J^{s} f\right) g-f\left(J^{s} g\right)\right\|_{L^{p}} \lesssim\|f\|_{W^{1, p_{1}}}\|g\|_{W^{s-1, q_{2}}}+\|f\|_{W^{s-1, q_{1}}}\|g\|_{W^{1, q_{2}}} \tag{2.7}
\end{equation*}
$$

for all the $1<p<p_{1}, p_{2}, q_{1}, q_{2}<\infty$ with $1 / p_{1}+1 / p_{2}=1 / q_{1}+1 / q_{2}=1 / p$.

## 3 Pressure Estimates

In this section we derive the estimates for $\|Q\|_{H^{3+\delta}}$ and $\left\|Q_{t}\right\|_{H^{2.5+\delta}}$. These quantities are both required in Section 4.

Notation 3.1. We denote $\mathcal{P}=P\left(\|v\|_{H^{2.5+\delta}},\|b\|_{H^{2.5+\delta}}\right)$ and so $\mathcal{P}_{0}=P\left(\left\|v_{0}\right\|_{H^{2.5+\delta}},\left\|b_{0}\right\|_{H^{2.5+\delta}}\right)$.
Lemma 3.2. Assume Lemma 2.1 holds. Then the total pressure $Q$ satisfies:

$$
\begin{equation*}
\|Q\|_{H^{3+\delta}} \lesssim \mathcal{P}_{0}+\mathcal{P}+P\left(\|\eta\|_{H^{3+\delta}}\right)\left(\left\|Q_{0}\right\|_{H^{2+\delta}}+\int_{0}^{t}\left\|Q_{t}\right\|_{H^{2+\delta}}\right) \tag{3.1}
\end{equation*}
$$

and its time derivative $Q_{t}$ satisfies:

$$
\begin{equation*}
\left\|Q_{t}\right\|_{H^{2.5+\delta}} \lesssim \mathcal{P}_{0}+\mathcal{P}+P\left(\|v\|_{H^{2.5+\delta}}\right)\left(\left\|Q_{0}\right\|_{H^{2+\delta}}+\int_{0}^{t}\left\|Q_{t}\right\|_{H^{2+\delta}}\right) \tag{3.2}
\end{equation*}
$$

Proof: Applying $a^{v \alpha} \partial_{v}$ to the first equation of (1.8), we have:

$$
\begin{equation*}
a^{\nu \alpha} \partial_{\nu}\left(a_{\alpha}^{\mu} \partial_{\mu} Q\right)=-a^{\nu \alpha} \partial_{\nu} \partial_{t} v_{\alpha}+a^{\nu \alpha} \partial_{v}\left(b_{\beta} a^{\mu \beta} \partial_{\mu} b_{\alpha}\right)=-a^{\nu \alpha} \partial_{\nu} \partial_{t} v_{\alpha}+a^{\nu \alpha} \partial_{\nu}\left(b_{0}^{\mu} \partial_{\mu} b_{\alpha}\right) \tag{3.3}
\end{equation*}
$$

where we have used (2.1).
Invoking the Piola's identity (1.7), Lemma 2.1 (8) and (2.2), we get:

$$
-a^{\nu \alpha} \partial_{\nu} \partial_{t} v_{\alpha}=\partial_{t} a^{v \alpha} \partial_{\nu} v_{\alpha}
$$

and

$$
\begin{aligned}
a^{\nu \alpha} \partial_{\nu}\left(b_{0}^{\mu} \partial_{\mu} b_{\alpha}\right) & =a^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{\mu} b_{\alpha}+a^{\nu \alpha} b_{0}^{\mu} \partial_{\nu} \partial_{\mu} b_{\alpha} \\
& =a^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{\mu} b_{\alpha}+b_{0}^{\mu} \partial_{\mu}(\underbrace{\left({ }^{\nu \alpha} \partial_{\nu} b_{\alpha}\right.}_{=0})-b_{0}^{\mu} \partial_{\mu} a^{\nu \alpha} \partial_{\nu} b_{\alpha} \\
& =a^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{\mu} b_{\alpha}+b_{0}^{\mu} \partial_{\mu} \partial_{\beta} \eta_{\gamma} a^{\nu \gamma} a^{\beta \alpha} \partial_{\nu} b_{\alpha} \\
& =a^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{\mu} b_{\alpha}+\partial_{\beta}\left(\left(b_{0} \cdot \partial\right) \eta_{\gamma}\right) a^{\nu \gamma} a^{\beta \alpha} \partial_{\nu} b_{\alpha}-\partial_{\beta} b_{0}^{\mu} \underbrace{\partial_{\mu} \eta_{\gamma} a^{\nu \gamma}}_{=\delta_{\mu}^{\nu}} a^{\beta \alpha} \partial_{\nu} b_{\alpha} \\
& =a^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{\mu} b_{\alpha}+\partial_{\beta} b_{\gamma} a^{\nu \gamma} a^{\beta \alpha} \partial_{\nu} b_{\alpha}-\partial_{\beta} b_{0}^{\mu} a^{\beta \alpha} \partial_{\mu} b_{\alpha} .
\end{aligned}
$$

Thus, the total pressure $Q$ satisfies
$\partial^{\mu} \partial_{\mu} Q=\partial_{t} a^{\nu \alpha} \partial_{\nu} v_{\alpha}+\partial_{\nu}\left(\left(\delta^{\mu \nu}-a_{\alpha}^{\mu} a^{\nu \alpha}\right) \partial_{\mu} Q\right)+a^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{\mu} b_{\alpha}+\partial_{\beta} b_{\gamma} a^{\nu \gamma} a^{\beta \alpha} \partial_{\nu} b_{\alpha}-\partial_{\beta} b_{0}^{\mu} a^{\beta \alpha} \partial_{\mu} b_{\alpha}$,
with the boundary conditions

$$
\begin{equation*}
Q=\frac{1}{2} c^{2} \text { on } \Gamma_{1}, \quad \text { and } \quad a_{\alpha}^{\mu} \partial_{\mu} Q N^{\alpha}=0 \text { on } \Gamma_{0}, \tag{3.5}
\end{equation*}
$$

where the second condition can be rewritten as

$$
\begin{equation*}
\partial_{\alpha} Q N^{\alpha}=\left(\delta_{\alpha}^{\mu}-a_{\alpha}^{\mu}\right) \partial_{\mu} Q N^{\alpha} \text { on } \Gamma_{0} . \tag{3.6}
\end{equation*}
$$

The standard elliptic estimate yields that

$$
\begin{align*}
\|Q\|_{H^{3+\delta}} & \lesssim \underbrace{\left\|\partial_{t} a^{\nu \alpha} \partial_{\nu} v_{\alpha}\right\|_{H^{1+\delta}}}_{\mathcal{Q}_{1}} \\
& +\underbrace{\left\|\left(\delta^{\mu \nu}-a_{\alpha}^{\mu} a^{\nu \alpha}\right) \partial_{\mu} Q\right\|_{H^{2+\delta}}+\left\|\left(\delta_{\alpha}^{\mu}-a_{\alpha}^{\mu}\right) \partial_{\mu} Q N^{\alpha}\right\|_{H^{1.5+\delta}(\Gamma)}}_{\mathcal{Q}_{2}}  \tag{3.7}\\
& +\underbrace{\left\|a^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{\mu} b_{\alpha}\right\|_{H^{1+\delta}}+\left\|\partial_{\beta} b_{\gamma} a^{\nu \gamma} a^{\beta \alpha} \partial_{\nu} b_{\alpha}\right\|_{H^{1+\delta}}+\left\|\partial_{\beta} b_{0}^{\mu} a^{\beta \alpha} \partial_{\mu} b_{\alpha}\right\|_{H^{1+\delta}}}_{\mathcal{Q}_{3}}
\end{align*}
$$

Bounds for $\mathcal{Q}_{1}$ : We have:

$$
\begin{align*}
\left\|\partial_{t} a^{\nu \alpha} \partial_{\nu} v_{\alpha}\right\|_{H^{1+\delta}} & \lesssim\left\|\partial_{t} a^{\nu \alpha}\right\|_{H^{1+\delta}}\left\|\partial_{\nu} v_{\alpha}\right\|_{H^{1.5+\delta}}  \tag{3.8}\\
& \lesssim\|\eta\|_{H^{2.5+\delta}}\|v\|_{H^{2+\delta}}\|v\|_{H^{2.5+\delta}} \leq C\|v\|_{H^{2.5+\delta}}^{2}\|v\|_{H^{2+\delta}}^{2}
\end{align*}
$$

where we used $\|a\|_{H^{1.5+\delta}} \lesssim\|\eta\|_{H^{2.5+\delta}}^{2}$ and the multiplicative Sobolev inequality

$$
\begin{equation*}
\|f g\|_{H^{1+\delta}} \lesssim\|f\|_{H^{1+\delta}}\|g\|_{H^{1.5+\delta}} \tag{3.9}
\end{equation*}
$$

which is a direct consequence of (2.4) and the Sobolev embedding.
Bounds for $\mathcal{Q}_{2}$ : Invoking Lemma 2.1 (7) and (2.4), we have:

$$
\begin{align*}
\left\|\left(\delta^{\mu \nu}-a_{\alpha}^{\mu} a^{\nu \alpha}\right) \partial_{\mu} Q\right\|_{H^{2+\delta}} & \lesssim\left\|I-a: a^{T}\right\|_{L^{\infty}}\left\|\partial_{\mu} Q\right\|_{H^{2+\delta}}+\left\|I-a: a^{T}\right\|_{H^{2+\delta}}\left\|\partial_{\mu} Q\right\|_{L^{\infty}} \\
& \lesssim \epsilon\|Q\|_{H^{3+\delta}}+\left(1+\|\eta\|_{H^{3+\delta}}^{4}\right)\|Q\|_{H^{2+\delta}}^{1 / 2}\|Q\|_{H^{3+\delta}}^{1 / 2} \\
& \lesssim \epsilon\|Q\|_{H^{3+\delta}}+P\left(\|\eta\|_{H^{3+\delta}}\right)\|Q\|_{H^{2+\delta}}  \tag{3.10}\\
& \lesssim \epsilon\|Q\|_{H^{3+\delta}}+P\left(\|\eta\|_{H^{3+\delta}}\right)\left(\left\|Q_{0}\right\|_{H^{2+\delta}}+\int_{0}^{t}\left\|Q_{t}\right\|_{H^{2+\delta}} d s\right)
\end{align*}
$$

and similarly

$$
\begin{align*}
\left\|\left(\delta_{\alpha}^{\mu}-a_{\alpha}^{\mu}\right) \partial_{\mu} Q N^{\alpha}\right\|_{H^{1.5+\delta}(\Gamma)} & \lesssim\|I-a\|_{L^{\infty}}\|Q\|_{H^{3+\delta}}+\|I-a\|_{H^{2+\delta}}\|Q\|_{H^{2.5+\delta}} \\
& \lesssim \epsilon\|Q\|_{H^{3+\delta}}+P\left(\|\eta\|_{H^{3+\delta}}\right)\left(\left\|Q_{0}\right\|_{H^{2+\delta}}+\int_{0}^{t}\left\|Q_{t}\right\|_{H^{2+\delta}} d s\right) \tag{3.11}
\end{align*}
$$

Bounds for $\mathcal{Q}_{3}$ : All the terms in $\mathcal{Q}_{2}$ can be controlled by $C\|b\|_{H^{2.5+\delta}}\left\|b_{0}\right\|_{H^{2.5+\delta}}+C\|b\|_{H^{2.5+\delta}}^{2}$ via the multiplicative Sobolev inequality. We only write the first term and the others are treated similarly.

$$
\begin{equation*}
\left\|a^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{\mu} b_{\alpha}\right\|_{H^{1+\delta}} \lesssim\left\|a^{\nu \alpha}\right\|_{H^{1.5+\delta}}\left\|\partial_{\nu} b_{0}^{\mu} \partial_{\mu} b_{\alpha}\right\|_{H^{1+\delta}} \lesssim C\|b\|_{H^{2.5+\delta}}\left\|b_{0}\right\|_{H^{2.5+\delta}} \tag{3.12}
\end{equation*}
$$

Summing up the bounds for $\mathcal{Q}_{1}-\mathcal{Q}_{3}$, then absorbing the $\epsilon$-term to LHS, we conclude the estimates of $Q$ as:

$$
\begin{equation*}
\|Q\|_{H^{3+\delta}} \lesssim \mathcal{P}_{0}+\mathcal{P}+P\left(\|\eta\|_{H^{3+\delta}}\right)\left(\left\|Q_{0}\right\|_{H^{2+\delta}}+\int_{0}^{t}\left\|Q_{t}\right\|_{H^{2+\delta}} d s\right) \tag{3.13}
\end{equation*}
$$

Now we start to prove the estimates of $Q_{t}$. Taking time derivative of (3.4), we obtain:

$$
\begin{align*}
\partial^{\mu} \partial_{\mu} Q_{t}= & \partial_{t t} a^{v \alpha} \partial_{v} v_{\alpha}+\partial_{t} a^{\nu \alpha} \partial_{\nu} \partial_{t} v_{\alpha} \\
& -\partial_{\nu}\left(\partial_{t} a_{\alpha}^{\mu} a^{\nu \alpha} \partial_{\mu} Q\right)-\partial_{v}\left(a_{\alpha}^{\mu} \partial_{t} a^{\nu \alpha} \partial_{\mu} Q\right)+\partial_{v}\left(\left(\delta^{\mu \nu}-a_{\alpha}^{\mu} a_{\alpha}^{\nu}\right) \partial_{\mu} Q_{t}\right) \\
& +a_{t}^{\nu \alpha} \partial_{v} b_{0}^{\mu} \partial_{\mu} b_{\alpha}+a^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{t} \partial_{\mu} b_{\alpha}+\partial_{t}\left(\partial_{\beta} b_{\gamma} \partial_{v} b_{\alpha}\right) a^{v \gamma} a^{\beta \alpha}+\partial_{\beta} b_{\gamma} \partial_{t}\left(a^{\nu \gamma} a^{\beta \alpha}\right) \partial_{\nu} b_{\alpha}  \tag{3.14}\\
& -\partial_{\beta} b_{0}^{\mu} a^{\beta \alpha} \partial_{t} \partial_{\mu} b_{\alpha}-\partial_{\beta} b_{0}^{\mu} a_{t}^{\beta \alpha} \partial_{\mu} b_{\alpha} .
\end{align*}
$$

with the boundary conditions

$$
\begin{align*}
Q_{t}=0 & \text { on } \Gamma_{1}, \\
\partial_{\alpha} Q_{t} N^{\alpha}=-\partial_{t} a_{\alpha}^{\mu} \partial_{\mu} Q N^{\alpha}+\left(\delta_{\alpha}^{\mu}-a_{\alpha}^{\mu}\right) \partial_{\mu} Q_{t} N^{\alpha} & \text { on } \Gamma_{0} . \tag{3.15}
\end{align*}
$$

By the elliptic estimate, we have:

$$
\begin{align*}
& \left\|Q_{t}\right\|_{H^{2.5+\delta}} \\
& \lesssim\left\|\partial_{t t} a^{\nu \alpha} \partial_{\nu} v_{\alpha}\right\|_{H^{0.5+\delta}}+\left\|\partial_{t} a^{v \alpha} \partial_{\nu} \partial_{t} v_{\alpha}\right\|_{H^{0.5+\delta}}+\left\|\partial_{t} a_{\alpha}^{\mu} a^{\nu \alpha} \partial_{\mu} Q\right\|_{H^{1.5+\delta}}+\left\|a_{\alpha}^{\mu} \partial_{t} a^{\nu \alpha} \partial_{\mu} Q\right\|_{H^{1.5+\delta}} \\
& \quad+\left\|\left(\delta^{\mu \nu}-a_{\alpha}^{\mu} a_{\alpha}^{\nu}\right) \partial_{\mu} Q_{t}\right\|_{H^{1.5+\delta}}+\left\|\partial_{t} a_{\alpha}^{\mu} \partial_{\mu} Q N^{\alpha}\right\|_{H^{1+\delta}(\Gamma)}+\left\|\left(\delta_{\alpha}^{\mu}-a_{\alpha}^{\mu}\right) \partial_{\mu} Q_{t} N^{\alpha}\right\|_{H^{1+\delta}(\Gamma)} \\
& \quad+\left\|a_{t}^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{\mu} b_{\alpha}\right\|_{H^{0.5+\delta}}+\left\|a^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{t} \partial_{\mu} b_{\alpha}\right\|_{H^{0.5+\delta}}+\left\|\partial_{t}\left(\partial_{\beta} b_{\gamma} \partial_{\nu} b_{\alpha}\right) a^{\nu \gamma} a^{\beta \alpha}\right\|_{H^{0.5+\delta}} \\
& \quad+\left\|\partial_{\beta} b_{\gamma} \partial_{t}\left(a^{v \gamma} a^{\beta \alpha}\right) \partial_{\nu} b_{\alpha}\right\|_{H^{0.5+\delta}} \\
& \quad+\left\|\partial_{\beta} b_{0}^{\mu} a^{\beta \alpha} \partial_{t} \partial_{\mu} b_{\alpha}\right\|_{H^{0.5+\delta}}+\left\|\partial_{\beta} b_{0}^{\mu} a_{t}^{\beta \alpha} \partial_{\mu} b_{\alpha}\right\|_{H^{0.5+\delta}} . \tag{3.16}
\end{align*}
$$

First, since $\partial_{t} v_{\alpha}=a_{\alpha}^{\mu} \partial_{\mu} Q-b_{\beta} a^{\mu \beta} \partial_{\mu} b_{\alpha}$ we have:

$$
\begin{equation*}
\left\|v_{t}\right\|_{H^{1.5+\delta}} \lesssim\|b\|_{H^{1.5+\delta}}^{2}\|a\|_{H^{1.5+\delta}}+\|Q\|_{H^{2.5+\delta}}\|a\|_{H^{1.5+\delta}} \tag{3.17}
\end{equation*}
$$

Using this and the multiplicative Sobolev inequality

$$
\begin{equation*}
\|f g\|_{H^{0.5+\delta}} \lesssim\|f\|_{H^{0.5+\delta}}\|g\|_{H^{1.5+\delta}} \tag{3.18}
\end{equation*}
$$

the first two terms of (3.16) are treated as:

$$
\begin{align*}
& \left\|\partial_{t t} a^{v \alpha} \partial_{\nu} v_{\alpha}\right\|_{H^{0.5+\delta}}+\left\|\partial_{t} a^{v \alpha} \partial_{\nu} \partial_{t} v_{\alpha}\right\|_{H^{0.5+\delta}} \\
\lesssim & \left\|a_{t t}\right\|_{H^{0.5+\delta}}\|v\|_{H^{2.5+\delta}}+\left\|a_{t}\right\|_{H^{1.5+\delta}}\left\|v_{t}\right\|_{H^{1.5+\delta}} \\
\lesssim & \|v\|_{H^{2.5+\delta}}^{2}\|v\|_{H^{1.5+\delta}}+\|\eta\|_{H^{2.5+\delta}}\|v\|_{H^{2.5+\delta}}\left\|v_{t}\right\|_{H^{1.5+\delta}}  \tag{3.19}\\
\lesssim & \mathcal{P}+\|v\|_{H^{2.5+\delta}}\left(\left\|Q_{0}\right\|_{H^{2+\delta}}+\int_{0}^{t}\left\|Q_{t}\right\|_{H^{2+\delta}} d s\right) .
\end{align*}
$$

Second, invoking (3.9) and Lemma 2.1 (7), the terms containing $Q$ in (3.16) are treated as:

$$
\begin{align*}
& \left\|\partial_{t} a_{\alpha}^{\mu} a^{\nu \alpha} \partial_{\mu} Q\right\|_{H^{1.5+\delta}}+\left\|a_{\alpha}^{\mu} \partial_{t} a^{\nu \alpha} \partial_{\mu} Q\right\|_{H^{1.5+\delta}}+\left\|\partial_{t} a_{\alpha}^{\mu} \partial_{\mu} Q N^{\alpha}\right\|_{H^{1+\delta}(\Gamma)} \\
& +\left\|\left(\delta^{\mu \nu}-a_{\alpha}^{\mu} a_{\alpha}^{\nu}\right) \partial_{\mu} Q_{t}\right\|_{H^{1.5+\delta}}+\left\|\left(\delta_{\alpha}^{\mu}-a_{\alpha}^{\mu}\right) \partial_{\mu} Q_{t} N^{\alpha}\right\|_{H^{1+\delta}(\Gamma)} \\
\lesssim & \|a\|_{H^{1.5+\delta}}\left\|a_{t}\right\|_{H^{1.5+\delta}}\|Q\|_{H^{2.5+\delta}}  \tag{3.20}\\
& +\left\|a_{t}\right\|_{H^{1.5+\delta}}\|Q\|_{H^{2.5+\delta}}+\left\|I-a^{T}: a\right\|_{H^{1.5+\delta}}\left\|Q_{t}\right\|_{H^{2.5+\delta}}+\|I-a\|_{H^{1.5+\delta}}\left\|Q_{t}\right\|_{H^{2.5+\delta}} \\
\lesssim & \|v\|_{H^{2.5+\delta}}\left(\left\|Q_{0}\right\|_{H^{2+\delta}}+\int_{0}^{t}\left\|Q_{t}\right\|_{H^{2+\delta}} d s\right)+\epsilon\left\|Q_{t}\right\|_{H^{2.5+\delta}}
\end{align*}
$$

which can be controlled appropriately by the RHS of (3.2) by plugging in the estimate (3.1).
Now it remains to control the terms containing $b$ in (3.16) (the last 6 terms). In fact, all the terms containing $b$ can be controlled with the help of the multiplicative Sobolev inequality (3.18). The terms not containing $b_{t}$
are easier to control:

$$
\begin{align*}
& \left\|a_{t}^{v \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{\mu} b_{\alpha}\right\|_{H^{0.5+\delta}}+\left\|\partial_{\beta} b_{\gamma} \partial_{t}\left(a^{v \gamma} a^{\beta \alpha}\right) \partial_{\nu} b_{\alpha}\right\|_{H^{0.5+\delta}}+\left\|\partial_{\beta} b_{0}^{\mu} a_{t}^{\beta \alpha} \partial_{\mu} b_{\alpha}\right\|_{H^{0.5+\delta}} \\
\lesssim & \left\|a_{t}\right\|_{H^{0.5+\delta}}\left\|b_{0}\right\|_{H^{2.5+\delta}}\|b\|_{H^{2.5+\delta}}  \tag{3.21}\\
\quad & +\left\|a_{t}\right\|_{H^{0.5+\delta}}\|a\|_{H^{1.5+\delta}}\|b\|_{H^{2.5+\delta}}^{2}+\left\|a_{t}\right\|_{H^{0.5+\delta}}\left\|b_{0}\right\|_{H^{2.5+\delta}}\|b\|_{H^{2.5+\delta}}\|\eta\|_{H^{2.5+\delta}} \\
\lesssim & \mathcal{P} .
\end{align*}
$$

For the terms containing $b_{t}$, we have to put $H^{0.5+\delta}$ norm on $\partial b_{t}$ when we use the multiplicative Sobolev inequality (3.18), because we only have $b_{t} \in H^{1.5+\delta}$. This can be directly derived by taking time derivative of $\partial_{t} b_{\alpha}=b_{\beta} a^{\mu \beta} \partial_{\mu} v_{\alpha}=b_{0}^{\mu} \partial_{\mu} v_{\alpha}$, which implies

$$
\left\|b_{t}\right\|_{H^{1.5+\delta}} \lesssim\left\|v_{t}\right\|_{H^{1.5+\delta}}\left\|b_{0}\right\|_{H^{1.5+\delta}} \lesssim\left\|b_{0}\right\|_{H^{1.5+\delta}}\|v\|_{H^{2.5+\delta}}
$$

Therefore,

$$
\begin{align*}
& \left\|a^{\nu \alpha} \partial_{\nu} b_{0}^{\mu} \partial_{t} \partial_{\mu} b_{\alpha}\right\|_{H^{0.5+\delta}}+\left\|\partial_{t}\left(\partial_{\beta} b_{\gamma} \partial_{\nu} b_{\alpha}\right) a^{\nu \gamma} a^{\beta \alpha}\right\|_{H^{0.5+\delta}}+\left\|\partial_{\beta} b_{0}^{\mu} a^{\beta \alpha} \partial_{t} \partial_{\mu} b_{\alpha}\right\|_{H^{0.5+\delta}} \\
\lesssim & \|a\|_{H^{1.5+\delta}}\left\|b_{0}\right\|_{H^{2.5+\delta}}\left\|b_{t}\right\|_{H^{1.5+\delta}}+\|a\|_{H^{1.5+\delta}}^{2}\|b\|_{H^{2.5+\delta}}\left\|b_{t}\right\|_{H^{1.5+\delta}}  \tag{3.22}\\
\lesssim & \mathcal{P}_{0}+\mathcal{P} .
\end{align*}
$$

Summing these bounds up, and absorbing the $\epsilon$-term to LHS, we obtain:

$$
\begin{equation*}
\left\|Q_{t}\right\|_{H^{2.5+\delta}} \lesssim \mathcal{P}_{0}+\mathcal{P}+P\left(\|v\|_{H^{2.5+\delta}}\right)\left(\left\|Q_{0}\right\|_{H^{2+\delta}}+\int_{0}^{t}\left\|Q_{t}\right\|_{H^{2+\delta}}\right) \tag{3.23}
\end{equation*}
$$

which yields (3.2).

## 4 Tangential Estimates

In this section, we establish the tangential energy estimate for the incompressible MHD equations.
Notation 4.1. We define $\bar{\partial}=(I-\bar{\Delta})^{1 / 2}$ where $\bar{\Delta}=\partial_{1}^{2}+\partial_{2}^{2}$ to be the tangential differential operator.
Theorem 4.2. Let $S=\bar{\partial}^{2.5+\delta}$. Let $E(t)=\|S v\|_{L^{2}}^{2}+\|S b\|_{L^{2}}^{2}+\frac{\epsilon_{0}}{2}\left\|a_{\alpha}^{3} S \eta^{\alpha}\right\|_{L^{2}\left(\Gamma_{1}\right)}^{2}$. Then there exists a $T>0$ such that for each $t \in[0, T]$, the estimate

$$
\begin{equation*}
E(t) \lesssim \mathcal{P}_{0}+\int_{0}^{t} \mathcal{P}+\int_{0}^{t} P\left(\|Q\|_{H^{3+\delta}},\left\|Q_{t}\right\|_{H^{2.5+\delta}},\|\eta\|_{H^{3+\delta}}\right) d s \tag{4.1}
\end{equation*}
$$

holds.
We prove this theorem by estimating $v$ and $b$ separately.

### 4.1 Tangential estimates of $v$

First, we derive the tangential estimates of $v$.

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left(S v^{\alpha}\right)\left(S v_{\alpha}\right) d y & =\int_{\Omega}\left(S v^{\alpha}\right)\left(\partial_{t} S v_{\alpha}\right) d y \\
& =-\int_{\Omega}\left(S v^{\alpha}\right)\left(S\left(a_{\alpha}^{\mu} \partial_{\mu} Q\right)\right) d y+\int_{\Omega}\left(S v^{\alpha}\right)\left(S\left(b_{\beta} a^{\mu \beta} \partial_{\mu} b_{\alpha}\right)\right) d y  \tag{4.2}\\
& =: I+J
\end{align*}
$$

To control $I$, we have:

$$
\begin{align*}
I= & -\underbrace{}_{I_{1}}\left(S v^{\alpha}\right)\left(S\left(a_{\alpha}^{\mu} \partial_{\mu} Q\right)\right) d y \\
= & \underbrace{-\int_{\Omega}\left(S v^{\alpha}\right)\left(a_{\alpha}^{\mu}\right)\left(S \partial_{\mu} Q\right) d y}_{I_{2}} \underbrace{-\int_{I_{2}}\left(S v^{\alpha}\right)\left(S a_{\alpha}^{\mu}\right)\left(\partial_{\mu} Q\right) d y}_{I_{3}}  \tag{4.3}\\
& \underbrace{}_{I_{\Omega}\left(S v^{\alpha}\right)\left[S\left(a_{\alpha}^{\mu} \partial_{\mu} Q\right)-a_{\alpha}^{\mu}\left(S \partial_{\mu} Q\right)-\left(S a_{\alpha}^{\mu}\right) \partial_{\mu} Q\right] d y}
\end{align*}
$$

Control of $I_{3}$ : This is a direct consequence of the Kato-Ponce inequality (2.7), i.e.,

$$
\begin{align*}
I_{3} & \leq\|S v\|_{L^{2}}\left(\left\|a_{\alpha}^{\mu}\right\|_{W^{1,6}}\left\|\partial_{\mu} Q\right\|_{W^{1.5+\delta, 3}}+\left\|a_{\alpha}^{\mu}\right\|_{W^{1.5+\delta, 3}}\left\|\partial_{\mu} Q\right\|_{W^{1,6}}\right) \\
& \lesssim\|v\|_{H^{2.5+\delta}}\|a\|_{H^{2+\delta}}\|Q\|_{H^{3+\delta}}  \tag{4.4}\\
& \lesssim\|v\|_{H^{2.5+\delta}}\|\eta\|_{H^{3+\delta}}^{2}\|Q\|_{H^{3+\delta}}
\end{align*}
$$

Control of $I_{1}$ : We integrate $\partial_{\mu}$ by parts to get:

$$
\begin{align*}
I_{1} & =-\int_{\Omega} S v^{\alpha} a_{\alpha}^{\mu}\left(\partial_{\mu} S Q\right) d y \\
& =\int_{\Omega} a_{\alpha}^{\mu} S \partial_{\mu} v^{\alpha}(S Q) d y+\underbrace{\int_{\Gamma_{0}}(S Q)\left(a_{\alpha}^{3} S v^{\alpha}\right) d S\left(\Gamma_{0}\right)}_{=0}-\int_{\Gamma_{1}}(\underbrace{S Q}_{=0})\left(a_{\alpha}^{\mu} S v^{\alpha} N_{\mu}\right) d S\left(\Gamma_{1}\right) \\
& =\int_{\Omega} \underbrace{S\left(a_{\alpha}^{\mu} \partial_{\mu} v^{\alpha}\right)}_{=0}(S Q) d y-\int_{\Omega}\left(S a_{\alpha}^{\mu}\right) \partial_{\mu} v^{\alpha}(S Q) d y-\int_{\Omega}\left[S\left(a_{\alpha}^{\mu} \partial_{\mu} v^{\alpha}\right)-\left(S a_{\alpha}^{\mu}\right) \partial_{\mu} v^{\alpha}-a_{\alpha}^{\mu} S \partial_{\mu} v^{\alpha}\right](S Q) d y, \tag{4.5}
\end{align*}
$$

where the boundary integrals in the second line vanish since $a_{1}^{3}=a_{2}^{3}=0$ and $v_{3}=0$ on $\Gamma_{0}$, and $\bar{\partial} Q=$ $\bar{\partial}\left(c^{2} / 2\right)=0$ on $\Gamma_{1}$. The last term in the third line is controlled using (2.7):

$$
\begin{align*}
& -\int_{\Omega}\left[S\left(a_{\alpha}^{\mu} \partial_{\mu} v^{\alpha}\right)-\left(S a_{\alpha}^{\mu}\right) \partial_{\mu} v^{\alpha}-a_{\alpha}^{\mu} S \partial_{\mu} v^{\alpha}\right](S Q) d y \\
\lesssim & \left(\left\|a_{\alpha}^{\mu}\right\|_{W^{1.5+\delta, 3}}\left\|\partial_{\mu} v^{\alpha}\right\|_{W^{1,3}}+\left\|a_{\alpha}^{\mu}\right\|_{W^{1,6}}\left\|\partial_{\mu} v^{\alpha}\right\|_{H^{1.5+\delta}}\right)\|S Q\|_{L^{3}}  \tag{4.6}\\
\lesssim & \|Q\|_{H^{3+\delta}}\|a\|_{H^{2+\delta}}\|v\|_{H^{2.5+\delta}} \lesssim\|Q\|_{H^{3+\delta}}\|\eta\|_{H^{3+\delta}}^{2}\|v\|_{H^{2.5+\delta}}
\end{align*}
$$

For the second term in the last line of (4.5), we need to integrate $1 / 2$-tangential derivatives by parts and then apply (2.4):

$$
\begin{align*}
-\int_{\Omega} S a_{\alpha}^{\mu} \partial_{\mu} v^{\alpha} S Q d y & =\int_{\Omega} \bar{\partial}^{2+\delta} a_{\alpha}^{\mu} \bar{\partial}^{0.5}\left(S Q \partial_{\mu} v^{\alpha}\right) \\
& \lesssim\|a\|_{H^{2+\delta}}\left(\|S Q\|_{H^{0.5}}\left\|\partial_{\mu} v^{\alpha}\right\|_{L^{\infty}}+\|S Q\|_{L^{3}}\left\|\partial_{\mu} v^{\alpha}\right\|_{W^{0.5,6}}\right)  \tag{4.7}\\
& \lesssim\|\eta\|_{H^{3+\delta}}^{2}\|Q\|_{H^{3+\delta}}\|v\|_{H^{2.5+\delta}} .
\end{align*}
$$

Summing these up, we have:

$$
\begin{equation*}
I_{1} \lesssim\|\eta\|_{H^{3+\delta}}^{2}\|Q\|_{H^{3+\delta}}\|v\|_{H^{2.5+\delta}} \tag{4.8}
\end{equation*}
$$

Control of $I_{2}: \quad$ Let $S_{m}:=-(I-\bar{\Delta})^{0.25+0.58} \partial_{m}$. Then one may decompose $S$ as:

$$
\begin{align*}
S & =\left((I-\bar{\Delta})^{1.25+0.5 \delta}-(I-\bar{\Delta})^{0.25+0.58}\right)+\underbrace{(I-\bar{\Delta})^{0.25+0.5 \delta}}_{=: S_{0}} \\
& =(I-\bar{\Delta})^{0.25+0.58}(-\bar{\Delta})+S_{0}  \tag{4.9}\\
& =: \sum_{m=1}^{2} S_{m} \partial_{m}+S_{0} .
\end{align*}
$$

Plugging this decomposition and the identity (which is obtained by differentiating $a: \partial \eta=I$ )

$$
\begin{equation*}
\partial_{m} a_{\alpha}^{\mu}=-a_{\nu}^{\mu} \partial_{\beta} \partial_{m} \eta^{\nu} a_{\alpha}^{\beta} \tag{4.10}
\end{equation*}
$$

into $I_{2}$, we have:

$$
\begin{align*}
I_{2} & =-\sum_{m=1}^{2} \int_{\Omega}\left(S v^{\alpha}\right)\left(S_{m} \partial_{m} a_{\alpha}^{\mu}\right)\left(\partial_{\mu} Q\right) d y-\underbrace{\int_{\Omega}\left(S v^{\alpha}\right) S_{0} a_{\alpha}^{\mu} \partial_{\mu} Q d y}_{R_{1}} \\
& =\sum_{m=1}^{2} \int_{\Omega}\left(S v^{\alpha}\right) S_{m}\left(a_{\nu}^{\mu} \partial_{\beta} \partial_{m} \eta^{\nu} a_{\alpha}^{\beta}\right) \partial_{\mu} Q d y+R_{1}  \tag{4.11}\\
& =\underbrace{\sum_{m=1}^{2} \int_{\Omega}\left(S v^{\alpha}\right)\left(S_{m} \partial_{\beta} \partial_{m} \eta^{\nu}\right)\left(a_{\nu}^{\mu} a_{\alpha}^{\beta}\right) \partial_{\mu} Q d y}_{I_{21}}+ \\
& \int_{\Omega}\left(S v^{\alpha}\right)\left[S_{m}\left(a_{\nu}^{\mu} \partial_{\beta} \partial_{m} \eta^{\nu} a_{\alpha}^{\beta}\right)-\left(S_{m} \partial_{\beta} \partial_{m} \eta^{\nu}\right)\left(a_{\nu}^{\mu} a_{\alpha}^{\beta}\right)\right] \partial_{\mu} Q d y+R_{1}
\end{align*}
$$

Here, $R_{1}$ is bounded by $P\left(\|\eta\|_{H^{2.5+\delta}}\right)\|Q\|_{H^{1.5}}\|v\|_{H^{2.5+\delta}}$ via the multiplicative Sobolev inequality, while the last term in the third line of (4.11) can be controlled by using Kato-Ponce inequality (2.6) as:

$$
\begin{align*}
& \int_{\Omega}\left(S v^{\alpha}\right)\left[S_{m}\left(a_{\nu}^{\mu} \partial_{\beta} \partial_{m} \eta^{\nu} a_{\alpha}^{\beta}\right)-\left(S_{m} \partial_{\beta} \partial_{m} \eta^{\nu}\right)\left(a_{\nu}^{\mu} a_{\alpha}^{\beta}\right)\right] \partial_{\mu} Q d y \\
\lesssim & \left(\left\|a_{v}^{\mu} a_{\alpha}^{\beta}\right\|_{W^{1,6}}\left\|\partial_{\beta} \partial_{m} \eta^{\nu}\right\|_{W^{0.5+\delta, 3}}+\left\|\partial_{\beta} \partial_{m} \eta^{\nu}\right\|_{L^{6}}\left\|a_{\nu}^{\mu} a_{\alpha}^{\beta}\right\|_{W^{1.5+\delta, 3}}\right)\left\|\partial_{\mu} Q\right\|_{L^{\infty}}\left\|S v^{\alpha}\right\|_{L^{2}}  \tag{4.12}\\
\lesssim & \|a\|_{H^{2+\delta}}\|a\|_{H^{1.5+\delta}}\|\eta\|_{H^{3+\delta}}\|Q\|_{H^{2.5+\delta}}\|v\|_{H^{2.5+\delta}} \lesssim P\left(\|\eta\|_{H^{3+\delta}}\right)\|Q\|_{H^{2.5+\delta}}\|v\|_{H^{2.5+\delta}} .
\end{align*}
$$

It remains to control $I_{21}$. Writing $\sum_{m=1}^{2} S_{m} \partial_{m}=S-S_{0}$, we have:

$$
\begin{equation*}
I_{21}=\int_{\Omega}\left(S v^{\alpha}\right)\left(S \partial_{\beta} \eta^{\nu}\right)\left(a_{\nu}^{\mu} a_{\alpha}^{\beta}\right)\left(\partial_{\mu} Q\right) d y-\int_{\Omega}\left(S v^{\alpha}\right)\left(S_{0} \partial_{\beta} \eta^{\nu}\right)\left(a_{\nu}^{\mu} a_{\alpha}^{\beta}\right)\left(\partial_{\mu} Q\right) d y \tag{4.13}
\end{equation*}
$$

It is easy to see the second term in (4.13) can be bounded by $\|v\|_{H^{2.5+\delta}}\|Q\|_{H^{1.5}} P\left(\|\eta\|_{H^{2.5+\delta}}\right)$. For the first
term, we integrate $\partial_{\beta}$ by parts to obtain:

$$
\begin{align*}
I_{21}= & \underbrace{-\int_{\Omega}\left(\partial_{\beta} S v^{\alpha}\right)\left(S \eta^{\nu}\right)\left(a_{v}^{\mu} a_{\alpha}^{\beta}\right)\left(\partial_{\mu} Q\right) d y}_{I_{211}}-\int_{\Omega}\left(S v^{\alpha}\right)\left(S \eta^{\nu}\right)\left(\partial_{\beta} a_{v}^{\mu}\right) a_{\alpha}^{\beta}\left(\partial_{\mu} Q\right) d y \\
& -\int_{\Omega}^{\int_{\Omega}\left(S v^{\alpha}\right)\left(S \eta^{\nu}\right)\left(a_{v}^{\mu} a_{\alpha}^{\beta}\right)\left(\partial_{\beta} \partial_{\mu} Q\right) d y+\underbrace{\int_{\Gamma_{0}}\left(S v^{\alpha}\right)\left(S \eta^{\nu}\right) a_{v}^{\mu} a_{\alpha}^{\beta}\left(\partial_{\mu} Q\right) N_{\beta} d S\left(\Gamma_{0}\right)}_{=0}} \\
& +\underbrace{\int_{\Gamma_{1}}\left(S v^{\alpha}\right)\left(S \eta^{\nu}\right) a_{v}^{\mu} a_{\alpha}^{\beta}\left(\partial_{\mu} Q\right) N_{\beta} d S\left(\Gamma_{1}\right)}_{I_{212}}+R_{2}  \tag{4.14}\\
& \lesssim I_{211}+\|\partial a\|_{L^{6}}\|S \eta\|_{L^{3}}\|a\|_{L^{\infty}}\|\partial Q\|_{L^{\infty}}\|S v\|_{L^{2}}+\|a\|_{L^{\infty}}\|S \eta\|_{L^{3}}\|a\|_{L^{\infty}}\left\|\partial^{2} Q\right\|_{L^{6}}\|S v\|_{L^{2}} \\
& +I_{212}+\|a\|_{L^{6}}\|\eta\|_{H^{2} .5}\|a\|_{L^{\infty}}\|\partial Q\|_{L^{\infty}}\|S v\|_{L^{2}} \\
& \lesssim I_{211}+I_{212}+\mathcal{P}+P\left(\|Q\|_{H^{3}}\right),
\end{align*}
$$

where the integral on $\Gamma_{0}$ vanishes because $N=(0,0,-1)$ and $a_{1}^{3}=a_{2}^{3}=0$ on $\Gamma_{0}$.
Now, we bound $I_{211}$ by the Kato-Ponce commutator estimate (2.7), because we want to move the derivatives on $v$ to $a$ in order to control $v$.

$$
\begin{align*}
I_{211}= & -\int_{\Omega}\left(S \partial_{\beta} v^{\alpha} a_{\alpha}^{\beta}\right)\left(a_{\nu}^{\mu} S \eta^{\nu}\right)\left(\partial_{\mu} Q\right) d y \\
= & \int_{\Omega}\left(\partial_{\beta} v^{\alpha}\right) S a_{\alpha}^{\beta}\left(a_{v}^{\mu} S \eta^{\nu}\right)\left(\partial_{\mu} Q\right) d y  \tag{4.15}\\
& +\int_{\Omega}\left(a_{v}^{\mu} S \eta^{\nu} \partial_{\mu} Q\right)\left[S\left(a_{\alpha}^{\beta} \partial_{\beta} v^{\alpha}\right)-\left(S a_{\alpha}^{\beta}\right) \partial_{\beta} v^{\alpha}-a_{\alpha}^{\beta} S\left(\partial_{\beta} v^{\alpha}\right)\right] d y
\end{align*}
$$

The term on the second line of (4.15) is controlled by (2.4) after integrating 0.5 derivatives by parts, i.e.,

$$
\begin{align*}
\int_{\Omega}\left(\partial_{\beta} v^{\alpha}\right) S a_{\alpha}^{\beta}\left(a_{v}^{\mu} S \eta^{\nu}\right)\left(\partial_{\mu} Q\right) d y & =\int_{\Omega} \bar{\partial}^{1 / 2}\left(S \eta^{\nu} a_{v}^{\mu} \partial_{\mu} Q \partial_{\beta} v^{\alpha}\right) \bar{\partial}^{2+\delta} a_{\alpha}^{\beta} d y \\
& \lesssim\|a\|_{H^{2+\delta}}\left\|\bar{\partial}^{1 / 2}\left(S \eta^{\nu} a_{v}^{\mu} \partial_{\mu} Q \partial_{\beta} v^{\alpha}\right)\right\|_{L^{2}}  \tag{4.16}\\
& \lesssim\|a\|_{H^{2+\delta}}\left(\|a S \eta\|_{L^{3}}\|\partial \partial v\|_{W^{1 / 2,6}}+\|a S \eta\|_{H^{1 / 2}}\|\partial Q \partial v\|_{L^{\infty}}\right) \\
& \lesssim P\left(\|\eta\|_{H^{3+\delta}}\right)\|v\|_{H^{2.5+\delta}}\|Q\|_{H^{2.5+\delta}}
\end{align*}
$$

In addition, we apply (2.7) to the term on the third line of (4.15) and get:

$$
\begin{align*}
& \int_{\Omega}\left(a_{v}^{\mu} S \eta^{\nu} \partial_{\mu} Q\right)\left[S\left(a_{\alpha}^{\beta} \partial_{\beta} v^{\alpha}\right)-\left(S a_{\alpha}^{\beta}\right) \partial_{\beta} v^{\alpha}-a_{\alpha}^{\beta} S\left(\partial_{\beta} v^{\alpha}\right)\right] d y \\
\lesssim & \|a\|_{L^{\infty}}\|S \eta\|_{L^{3}}\|\partial Q\|_{L^{\infty}}\left(\|a\|_{W^{1,6}}\|\partial v\|_{H^{1.5+\delta}}+\|a\|_{W^{1.5+\delta, 3}}\|\partial v\|_{W^{1,3}}\right)  \tag{4.17}\\
\lesssim & P\left(\|\eta\|_{H^{3+\delta}}\right)\|v\|_{H^{2.5+\delta}}\|Q\|_{H^{2.5+\delta}}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
I_{211} \lesssim P\left(\|\eta\|_{H^{3+\delta}}\right)\|v\|_{H^{2.5+\delta}}\|Q\|_{H^{2.5+\delta}} . \tag{4.18}
\end{equation*}
$$

Now we come to control $I_{212}$. We shall compute its time integral, which then allows us to integrate $\partial_{t}$ by parts to eliminate 0.5 more derivatives falling on $v$. Since $N=(0,0,1)$ and $Q=\frac{1}{2} c^{2}$ on $\Gamma_{1}$, we have $a_{\alpha}^{\beta} N_{\beta}=a_{\alpha}^{3}$ and $a_{v}^{\mu} \partial_{\mu} Q=a_{v}^{3} \partial_{3} Q$, and so:

$$
\begin{align*}
\int_{0}^{t} I_{212} d s= & \int_{0}^{t} \int_{\Gamma_{1}}\left(\partial_{t} S \eta^{\alpha}\right)\left(S \eta^{\nu}\right) a_{v}^{3} a_{\alpha}^{3}\left(\partial_{3} Q\right) d S\left(\Gamma_{1}\right) d s \\
= & \left.\frac{1}{2} \int_{\Gamma_{1}} \underbrace{\left(S \eta^{\alpha}\right)\left(S \eta^{\nu}\right) a_{v}^{3} a_{\alpha}^{3}}_{\geq 0}\left(\partial_{3} Q\right) d S\left(\Gamma_{1}\right)\right|_{0} ^{t}  \tag{4.19}\\
& -\int_{0}^{t} \int_{\Gamma_{1}} \partial_{t} a_{\alpha}^{3} a_{v}^{3} S \eta^{\alpha} S \eta^{\nu} \partial_{3} Q d S\left(\Gamma_{1}\right) d s-\frac{1}{2} \int_{0}^{t} \int_{\Gamma_{1}} a_{v}^{3} a_{\alpha}^{3} S \eta^{\alpha} S \eta^{v} \partial_{3} Q_{t} d S\left(\Gamma_{1}\right) d s
\end{align*}
$$

Invoking the physical sign condition $\partial_{3} Q \leq-\epsilon_{0}$ and Sobolev trace lemma, we have:

$$
\begin{align*}
\int_{0}^{t} I_{212} d s \leq & -\left.\frac{\epsilon_{0}}{2} \int_{\Gamma_{1}}\left(S \eta^{\alpha}\right)\left(S \eta^{\nu}\right) a_{v}^{3} a_{\alpha}^{3} d S\left(\Gamma_{1}\right)\right|_{0} ^{t} \\
& +\int_{0}^{t}\left\|a_{t}\right\|_{H^{1.5+\delta}}\|a\|_{H^{1.5+\delta}}\|\eta\|_{H^{3+\delta}}^{2}\|Q\|_{H^{2.5+\delta}} d s \\
& +\int_{0}^{t}\|a\|_{H^{1.5+\delta}}^{2}\|\eta\|_{H^{3+\delta}}^{2}\left\|Q_{t}\right\|_{H^{2.5+\delta}} d s  \tag{4.20}\\
\leq & -\frac{\epsilon_{0}}{2}\left\|a_{\alpha}^{3} S \eta^{\alpha}\right\|_{L^{2}\left(\Gamma_{1}\right)}^{2} \\
+ & P\left(\left\|v_{0}\right\|_{H^{2.5+\delta}},\left\|b_{0}\right\|_{H^{2.5+\delta}}\right)+\int_{0}^{t} P\left(\|\eta\|_{H^{3+\delta}},\|Q\|_{H^{2.5+\delta}},\left\|Q_{t}\right\|_{H^{2.5+\delta}}\right) d s
\end{align*}
$$

Summing up (4.3), (4.8), (4.11), (4.14), (4.18), (4.20), we obtain:

$$
\begin{equation*}
\int_{0}^{t} I(s) d s+\frac{\epsilon_{0}}{2}\left\|a_{\alpha}^{3} S \eta^{\alpha}\right\|_{L^{2}\left(\Gamma_{1}\right)}^{2} \lesssim \mathcal{P}_{0}+\int_{0}^{t} \mathcal{P}+\int_{0}^{t} P\left(\|\eta\|_{H^{3+\delta}},\|Q\|_{H^{3+\delta}},\left\|Q_{t}\right\|_{H^{2.5+\delta}}\right) d s \tag{4.21}
\end{equation*}
$$

Control of $J$ : Now we start to control $J$. We first plug the identity (2.1) into $J$, then write $J$ to be the sum of the highest order term and the commutator, which again can be controlled by Kato-Ponce inequality (2.3)

$$
\begin{align*}
J & =\int_{\Omega}\left(S v^{\alpha}\right)\left(S\left(b_{\beta} a^{\mu \beta} \partial_{\mu} b_{\alpha}\right)\right) d y=\int_{\Omega}\left(S v^{\alpha}\right)\left(S\left(b_{0}^{\mu} \partial_{\mu} b_{\alpha}\right)\right) d y \\
& =\underbrace{\int_{\Omega}\left(S v^{\alpha}\right) b_{0}^{\mu} S \partial_{\mu} b_{\alpha} d y}_{J_{1}}+\int_{\Omega} S v^{\alpha}\left[S\left(b_{0}^{\mu} \partial_{\mu} b_{\alpha}\right)-b_{0}^{\mu} S \partial_{\mu} b_{\alpha} S \partial_{\mu} b_{\alpha}\right] d y  \tag{4.22}\\
& \lesssim J_{1}+\|v\|_{H^{2.5+\delta}}\left(\left\|\partial b_{0}^{\mu}\right\|_{L^{\infty}}\left\|\bar{\partial}^{1.5+\delta} \partial_{\mu} b_{\alpha}\right\|_{L^{2}}+\left\|S b_{0}^{\mu}\right\|_{L^{2}}\left\|\partial_{\mu} b_{\alpha}\right\|_{L^{\infty}}\right) \\
& \lesssim J_{1}+\|v\|_{H^{2.5+\delta}}\left\|b_{0}\right\|_{H^{2.5+\delta}}\|b\|_{H^{2.5+\delta}}
\end{align*}
$$

The term $J_{1}$ cannot be controlled directly, but it actually cancels with the highest order term in the energy of $b$. We will see that in the next step.

### 4.2 Tangential estimates of $b$

We derive the tangential estimates of $b$ in this subsection and then conclude the tangential energy estimates. Taking the time derivative of $\frac{1}{2}\|S b\|_{L^{2}}^{2}$ and invoking the identity (2.1) and Kato-Ponce inequality (2.6), we have:

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\|S b\|_{L^{2}}^{2} & =\int_{\Omega}\left(S b_{\alpha}\right) S\left(b_{\beta} a^{\mu \beta} \partial_{\mu} v^{\alpha}\right) d y=\int_{\Omega}\left(S b_{\alpha}\right) S\left(b_{0}^{\mu} \partial_{\mu} v^{\alpha}\right) d y \\
& =\underbrace{\int_{\Omega}\left(S b_{\alpha}\right) b_{0}^{\mu}\left(S \partial_{\mu} v^{\alpha}\right) d y}_{K_{1}}+\int_{\Omega} S b_{\alpha}\left[S\left(b_{0}^{\mu} \partial_{\mu} v^{\alpha}\right)-b_{0}^{\mu}\left(S \partial_{\mu} v^{\alpha}\right)\right] d y  \tag{4.23}\\
& \lesssim K_{1}+\|v\|_{H^{2.5+\delta}}\left\|b_{0}\right\|_{H^{2.5+\delta}}\|b\|_{H^{2.5+\delta}}
\end{align*}
$$

Now we are able to see that $J_{1}$ cancels $K_{1}$ : Integrating $\partial_{\mu}$ in $J_{1}+K_{1}$ by parts, we have

$$
\begin{align*}
J_{1}+K_{1} & =\int_{\Omega}\left(S v^{\alpha}\right) b_{0}^{\mu} S \partial_{\mu} b_{\alpha} d y+\int_{\Omega}\left(S b_{\alpha}\right) b_{0}^{\mu} S \partial_{\mu} v^{\alpha} d y \\
& =\int_{\Omega} \partial_{\mu}\left(S v^{\alpha} S b_{\alpha}\right) b_{0}^{\mu} d y  \tag{4.24}\\
& =-\int_{\Omega} S v^{\alpha} S b_{\alpha} \underbrace{\partial_{\mu} b_{0}^{\mu}}_{\text {div } b_{0}=0} d y+\int_{\partial \Omega} S v^{\alpha} S b_{\alpha} \underbrace{b_{\beta} a^{\mu \beta} N_{\mu}}_{B \cdot N=0} d S(y)=0 .
\end{align*}
$$

Combining (4.2), (4.21), (4.22), (4.23), (4.24), we derive the tangential estimate as follows:

$$
\begin{align*}
& \|S v\|_{L^{2}}^{2}+\|S b\|_{L^{2}}^{2}+\frac{\epsilon_{0}}{2}\left\|a_{\alpha}^{3} S \eta^{\alpha}\right\|_{L^{2}\left(\Gamma_{1}\right)}^{2} \\
\lesssim & P\left(\left\|v_{0}\right\|_{H^{2.5+\delta}},\left\|b_{0}\right\|_{H^{2.5+\delta}}\right)+\int_{0}^{t} P\left(\|\eta\|_{H^{3+\delta}},\|v\|_{H^{2.5+\delta}},\|b\|_{H^{2.5+\delta}},\|Q\|_{H^{3+\delta}},\left\|Q_{t}\right\|_{H^{2.5+\delta}}\right) d s  \tag{4.25}\\
\lesssim & \mathcal{P}_{0}+\int_{0}^{t} \mathcal{P}+\int_{0}^{t} P\left(\|Q\|_{H^{3+\delta}},\left\|Q_{t}\right\|_{H^{2.5+\delta}},\|\eta\|_{H^{3+\delta}}\right) d s
\end{align*}
$$

which implies in (4.1).

## 5 Closing the estimates

In this section we close our a priori estimate and prove the physical sign condition can be propagated to a positive time if holds for the initial data.

### 5.1 The div-curl type estimates

$H^{2.5+\delta}$-estimate of $v$ and $b$ : In this subsection we do the div-curl type estimate of $v$ and $b$ to derive the control of full $H^{2.5+\delta}$ norms. Although for Euler equations one can use the Cauchy invariance to give linear estimates for curl $v$ and div $v$, there is no such analogue for MHD equations. Instead, inspired by Gu-Wang [14], we can derive the evolution equations of curl $v$ to control the curl $v$ and curl $b$ simultaneously thanks to the identity $b=\left(b_{0} \cdot \partial\right) \eta$. Then we apply the div-curl estimate to derive the control of full $H^{2.5+\delta}$ norms of $v$ and $b$.

The following notations will be adopted throughout:
Notation 5.1. Let $X=\left(X^{1}, X^{2}, X^{3}\right)$ be a vector field. We denote the "curl operator" and the "div operator" in the Eulerian coordinate by

$$
\left(B_{a} X\right)_{\lambda}=\epsilon_{\lambda \tau \alpha} a^{\mu \tau} \partial_{\mu} X^{\alpha}, \quad \text { and } A_{a} X=a_{\alpha}^{\mu} \partial_{\mu} X^{\alpha}
$$

respectively, where $\epsilon_{\lambda \tau \alpha}$ is the sign of the permutation $(\lambda \tau \alpha) \in S_{3}$.
Proposition 5.2. For sufficiently small $T>0$, the following estimates hold:

$$
\begin{align*}
& \|\operatorname{curl} v\|_{H^{1.5+\delta}}+\|\operatorname{curl} b\|_{H^{1.5+\delta}} \lesssim \epsilon\left(\|v\|_{H^{2.5+\delta}}+\|b\|_{H^{2.5+\delta}}\right)+\mathcal{P}_{0}+\int_{0}^{t} \mathcal{P}  \tag{5.1}\\
& \|\operatorname{div} v\|_{H^{1.5+\delta}}+\|\operatorname{div} b\|_{H^{1.5+\delta}} \lesssim \epsilon\left(\|v\|_{H^{2.5+\delta}}+\|b\|_{H^{2.5+\delta}}\right)
\end{align*}
$$

whenever $t \in[0, T]$.

Proof. The divergence estimates are easy because $A_{a} v=0$ and $A_{a} b=0$, so:

$$
\begin{aligned}
& \|\operatorname{div} v\|_{H^{1.5+\delta}}=\|\underbrace{A_{a} v}_{=0}+\left(A_{I}-A_{a}\right) v\|_{H^{1.5+\delta}} \lesssim \epsilon\|v\|_{H^{2.5+\delta}} ; \\
& \|\operatorname{div} b\|_{H^{1.5+\delta}}=\|\underbrace{A_{a} b}_{=0}+\left(A_{I}-A_{a}\right) b\|_{H^{1.5+\delta}} \lesssim \epsilon\|b\|_{H^{2.5+\delta}}
\end{aligned}
$$

The estimates for $\|\operatorname{curl} v\|_{H^{1.5+\delta}}$ and $\|\operatorname{curl} b\|_{H^{1.5+\delta}}$ are more dedicate. Since

$$
\begin{align*}
& \|\operatorname{curl} v\|_{H^{1.5+\delta}}+\|\operatorname{curl} b\|_{H^{1.5+\delta}} \\
\leq & \left\|\left(B_{I}-B_{a}\right) v\right\|_{H^{1.5+\delta}}+\left\|\left(B_{I}-B_{a}\right) b\right\|_{H^{1.5+\delta}}+\left\|B_{a} v\right\|_{H^{1.5+\delta}}+\left\|B_{a} b\right\|_{H^{1.5+\delta}}  \tag{5.2}\\
\lesssim & \epsilon\left(\|v\|_{H^{2.5+\delta}}+\|b\|_{H^{2.5+\delta}}\right)+\left\|B_{a} v\right\|_{H^{1.5+\delta}}+\left\|B_{a} b\right\|_{H^{1.5+\delta}}
\end{align*}
$$

and so it suffices to control $\left\|B_{a} v\right\|_{H^{1.5+\delta}}$ and $\left\|B_{a} b\right\|_{H^{1.5+\delta}}$. As mentioned in the beginning of this subsection, we will derive the evolution equation for $B_{a} v$ and $B_{a} b$ : Plugging $b_{\beta} a^{\mu \beta}=b_{0}^{\mu}$ and $b_{\alpha}=\left(b_{0} \cdot \partial\right) \eta$ in the first equation of (1.8), and then applying the curl operator $B_{a}$ on both sides, we have:

$$
\begin{equation*}
\left(B_{a} \partial_{t} v\right)_{\lambda}=\left(B_{a}\left(\left(b_{0} \cdot \partial\right)^{2} \eta\right)\right)_{\lambda} \tag{5.3}
\end{equation*}
$$

Commuting $\partial_{t}$ and $b_{0} \cdot \partial$ with $B_{a}$ on both sides of (5.3), we have:

$$
\begin{equation*}
\partial_{t}\left(B_{a} v\right)_{\lambda}-\left(b_{0} \cdot \partial\right) B_{a}\left(\left(b_{0} \cdot \partial\right) \eta\right)_{\lambda}=\epsilon_{\lambda \tau \alpha} \partial_{t} a^{\mu \tau} \partial_{\mu} v^{\alpha}+\left[B_{a}, b_{0} \cdot \partial\right]\left(\left(b_{0} \cdot \partial\right) \eta\right)_{\lambda} \tag{5.4}
\end{equation*}
$$

Taking $\partial^{1.5+\delta}$ derivatives, and then commuting it with $\partial_{t}$ and $b_{0} \cdot \partial$, respectively, we get the evolution equation of $B_{a} v$ :

$$
\begin{equation*}
\partial_{t}\left(\partial^{1.5+\delta} B_{a} v\right)_{\lambda}-\left(b_{0} \cdot \partial\right)\left(\partial^{1.5+\delta} B_{a}\left(b_{0} \cdot \partial\right) \eta\right)_{\lambda}=F_{\lambda} \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\lambda}=\left[\partial^{1.5+\delta}, b_{0} \cdot \partial\right]\left(B_{a}\left(b_{0} \cdot \partial\right) \eta\right)_{\lambda}+\partial^{1.5+\delta}\left(\epsilon_{\lambda \tau \alpha} \partial_{t} a^{\mu \tau} \partial_{\mu} v^{\alpha}+\left[B_{a}, b_{0} \cdot \partial\right]\left(\left(b_{0} \cdot \partial\right) \eta\right)_{\lambda}\right) \tag{5.6}
\end{equation*}
$$

Taking the $L^{2}$ inner product of $\partial^{1.5+\delta} B_{a} v$ and (5.5), we have:

$$
\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left|\partial^{1.5+\delta} B_{a} v\right|^{2} d y-\int_{\Omega} \partial^{1.5+\delta} B_{a} v \cdot\left(b_{0}^{\nu} \partial_{\nu}\right)\left(\partial^{1.5+\delta} B_{a}\left(b_{0} \cdot \partial\right) \eta\right) d y=\int_{\Omega} F \cdot \partial^{1.5+\delta} B_{a} v d y
$$

Integrating $\partial_{v}$ by parts in the second term on LHS, commuting $\left(b_{0} \cdot \partial\right)$ with $\partial^{1.5+\delta} B_{a}$ and then invoking $\partial_{t} \eta=v$, we have:

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left|\partial^{1.5+\delta} B_{a} v\right|^{2} & +\left|\partial^{1.5+\delta} B_{a}\left(b_{0} \cdot \partial\right) \eta\right|^{2} d y=\underbrace{\int_{\Omega} F \cdot \partial^{1.5+\delta} B_{a} v d y}_{\mathcal{B}_{1}} \\
& \underbrace{}_{\mathcal{B}_{2}}  \tag{5.7}\\
& \underbrace{\int_{\Omega} \int_{\Omega} \partial^{1.5+\delta}\left(B_{a}\left(b_{0} \cdot \partial\right) \eta\right) \cdot\left[\partial^{1.5+\delta} B_{a}, b_{0} \cdot \partial\right] v d y}_{\mathcal{B}_{3}}
\end{align*}
$$

where the boundary term vanishes since $b_{0} \cdot N=0$ on the boundary. The control of $\mathcal{B}_{3}$ is straightforward by the multiplicative Sobolev inequality, say,

$$
\begin{equation*}
\mathcal{B}_{3} \lesssim\|b\|_{H^{2.5+\delta}}^{2}\|a\|_{H^{1.5+\delta}}\left\|a_{t}\right\|_{H^{1.5+\delta}} \lesssim\|b\|_{H^{2.5+\delta}}^{2}\|v\|_{H^{2.5+\delta}}\|\eta\|_{H^{2.5+\delta}}^{6} \tag{5.8}
\end{equation*}
$$

To control $\mathcal{B}_{2}$, it suffices to control $\left\|\left[\partial^{1.5+\delta} B_{a}, b_{0} \cdot \partial\right] v\right\|_{L^{2}}$. We simplify the commutator term as follows:

$$
\begin{align*}
{\left[\partial^{1.5+\delta} B_{a}, b_{0} \cdot \partial\right] v=} & \epsilon_{\lambda \tau \alpha}\left(\partial^{1.5+\delta}\left(a^{\mu \tau} \partial_{\mu}\left(b_{0}^{\nu} \partial_{\nu} v^{\alpha}\right)\right)-b_{0}^{\nu} \partial_{\nu} \partial^{1.5+\delta}\left(a^{\mu \tau} \partial_{\mu} v^{\alpha}\right)\right) \\
= & \epsilon_{\lambda \tau \alpha} \underbrace{\left(\partial^{1.5+\delta}\left(a^{\mu \tau} \partial_{\mu}\left(b_{0}^{\nu} \partial_{\nu} v^{\alpha}\right)\right)-\partial_{\nu} \partial^{1.5+\delta}\left(b_{0}^{\nu} a^{\mu \tau} \partial_{\mu} v^{\alpha}\right)\right)}_{\mathcal{B}_{21}}  \tag{5.9}\\
& +\epsilon_{\lambda \tau \alpha} \underbrace{\left(\partial_{\nu} \partial^{1.5+\delta}\left(b_{0}^{v} a^{\mu \tau} \partial_{\mu} v^{\alpha}\right)-b_{0}^{\nu} \partial_{v} \partial^{1.5+\delta}\left(a^{\mu \tau} \partial_{\mu} v^{\alpha}\right)\right)}_{\mathcal{B}_{22}} .
\end{align*}
$$

Invoking the Kato-Ponce commutator estimate (2.3), we can control $\mathcal{B}_{22}$ as

$$
\begin{align*}
& \left\|\partial_{\nu} \partial^{1.5+\delta}\left(b_{0}^{\nu} a^{\mu \tau} \partial_{\mu} v_{\alpha}\right)-b_{0}^{\nu} \partial_{\nu} \partial^{1.5+\delta}\left(a^{\mu \tau} \partial_{\mu} v_{\alpha}\right)\right\|_{L^{2}} \\
\lesssim & \left\|b_{0}\right\|_{H^{2.5+\delta}}\left\|a^{\mu \tau} \partial_{\mu} v_{\alpha}\right\|_{L^{\infty}}+\left\|\partial b_{0}\right\|_{L^{\infty}}\left\|a^{\mu \tau} \partial_{\mu} v_{\alpha}\right\|_{H^{1.5+\delta}}  \tag{5.10}\\
\lesssim & \left\|b_{0}\right\|_{H^{2.5+\delta}}\|v\|_{H^{2.5+\delta}}\|\eta\|_{H^{2.5+\delta}}^{2} .
\end{align*}
$$

For $\mathcal{B}_{21}$, we have

$$
\begin{align*}
\mathcal{B}_{21} & \left.=\epsilon_{\lambda \tau \alpha} \partial^{1.5+\delta}\left(a^{\mu \tau} \partial_{\mu}\left(b_{0}^{\nu} \partial_{\nu} v^{\alpha}\right)\right)-\partial_{\nu}\left(b_{0}^{\nu} a^{\mu \tau} \partial_{\mu} v^{\alpha}\right)\right) \\
& =\epsilon_{\lambda \tau \alpha} \partial^{1.5+\delta}\left(a^{\mu \tau} \partial_{\mu} b_{0}^{\nu} \partial_{\nu} v^{\alpha}+a^{\mu \tau} b_{0}^{\nu} \partial_{\mu} \partial_{\nu} v^{\alpha}-b_{0}^{\nu} \partial_{\nu} a^{\mu \tau} \partial_{\mu} v^{\alpha}-b_{0}^{\nu} a^{\mu \tau} \partial_{\mu} \partial_{\nu} v^{\alpha}\right) \\
& =\epsilon_{\lambda \tau \alpha} \partial^{1.5+\delta}\left(a^{\mu \tau} \partial_{\mu} b_{0}^{\nu} \partial_{\nu} v^{\alpha}+b_{0}^{\nu} \partial_{\beta} \partial_{\nu} \eta_{\gamma} a^{\mu \gamma} a^{\beta \tau} \partial_{\mu} v^{\alpha}\right)  \tag{5.11}\\
& =\epsilon_{\lambda \tau \alpha} \partial^{1.5+\delta}(a^{\mu \tau} \partial_{\mu} b_{0}^{\nu} \partial_{\nu} v^{\alpha}+\partial_{\beta}\left(\left(b_{0} \cdot \partial\right) \eta_{\gamma}\right) a^{\mu \gamma} a^{\beta \tau} \partial_{\mu} v^{\alpha}-\underbrace{\partial_{\beta} b_{0}^{\nu} \partial_{\nu} \eta_{\gamma} a^{\mu \gamma} a^{\beta \tau} \partial_{\mu} v^{\alpha}}_{=\partial_{\beta} b_{0}^{\nu} \delta_{\nu}^{\mu} a^{\beta \tau} \partial_{\mu} v^{\alpha}}),
\end{align*}
$$

where we used (4.10) to expand $b_{0}^{\nu} \partial_{\nu} a^{\mu \tau} \partial_{\mu} v^{\alpha}$ in the second line. Therefore, invoking $b=\left(b_{0} \cdot \partial\right) \eta$ again, the $L^{2}$ norm of $\mathcal{B}_{21}$ can be controlled by the multiplicative Sobolev inequality:

$$
\begin{align*}
\left\|\mathcal{B}_{21}\right\|_{L^{2}} & \lesssim\left\|a^{\mu \tau} \partial_{\mu} b_{0}^{\nu} \partial_{\nu} v_{\alpha}\right\|_{H^{1.5+\delta}}+\left\|\partial_{\beta} b_{\gamma} a^{\mu \gamma} a^{\beta \tau} \partial_{\mu} v_{\alpha}\right\|_{H^{1.5+\delta}}+\left\|\partial_{\beta} b_{0}^{\mu} a^{\beta \tau} \partial_{\mu} v_{\alpha}\right\|_{H^{1.5+\delta}}  \tag{5.12}\\
& \lesssim P\left(\|\eta\|_{H^{2.5+\delta}}\right)\left(\left\|b_{0}\right\|_{H^{2.5+\delta}}+\|b\|_{H^{2.5+\delta}}\right)\|v\|_{H^{2.5+\delta}}
\end{align*}
$$

It remains to control $\mathcal{B}_{1}$, specifically, we need to bound $\|F\|_{L^{2}}$ given by (5.6). The first term is controlled by using Kato-Ponce commutator estimate (2.3). Silimarly as in (5.9), we have

$$
\begin{align*}
\left\|\left[\partial^{1.5+\delta}, b_{0} \cdot \partial\right]\left(B_{a}\left(b_{0} \cdot \partial\right) \eta\right)\right\|_{L^{2}} & =\left\|\partial^{1.5+\delta} \partial_{\nu}\left(b_{0}^{\nu} B_{a} b\right)-b_{0} \partial^{1.5+\delta} \partial_{v} B_{a} b\right\|_{L^{2}} \\
& \lesssim\left\|\partial b_{0}\right\|_{L^{\infty}}\left\|B_{a} b\right\|_{H^{1.5+\delta}}+\left\|b_{0}\right\|_{H^{2.5+\delta}}\left\|B_{a} b\right\|_{L^{\infty}}  \tag{5.13}\\
& \lesssim P\left(\|\eta\|_{H^{2.5+\delta}}\right)\left\|b_{0}\right\|_{H^{2.5+\delta}}\|v\|_{H^{2.5+\delta}}
\end{align*}
$$

For the commutator term in (5.6), we can proceed similarly as in (5.11) to get

$$
\begin{equation*}
\left\|\left[B_{a}, b_{0} \cdot \partial\right]\left(\left(b_{0} \cdot \partial\right) \eta\right)\right\|_{H^{1.5+\delta}} \lesssim P\left(\|\eta\|_{H^{2.5+\delta}}\right)\left\|b_{0}\right\|_{H^{2.5+\delta}}\|v\|_{H^{2.5+\delta}} \tag{5.14}
\end{equation*}
$$

The remaining term in $F$ can be easily bounded by $P\left(\|\eta\|_{H^{2.5+\delta}}\right)\left\|b_{0}\right\|_{H^{2.5+\delta}}\|v\|_{H^{2.5+\delta}}$ via the multiplicative Sobolev inequality.

Combining (5.9), (5.10), (5.12), (5.13) and (5.14), we have

$$
\begin{equation*}
\left\|B_{a} v\right\|_{H^{1.5+\delta}}+\left\|B_{a} b\right\|_{H^{1.5+\delta}} \lesssim \mathcal{P}_{0}+\left\|b_{0}\right\|_{H^{2.5+\delta}} \int_{0}^{t} \mathcal{P} \tag{5.15}
\end{equation*}
$$

Therefore, invoking Lemma 2.1 (7), then absorbing the $\epsilon$-term to LHS, we ends the proof by:

$$
\begin{align*}
& \|\operatorname{curl} v\|_{H^{1.5+\delta}}+\|\operatorname{curl} b\|_{H^{1.5+\delta}} \\
\leq & \left\|\left(B_{I}-B_{a}\right) v\right\|_{H^{1.5+\delta}}+\left\|\left(B_{I}-B_{a}\right) b\right\|_{H^{1.5+\delta}}+\left\|B_{a} v\right\|_{H^{1.5+\delta}}+\left\|B_{a} b\right\|_{H^{1.5+\delta}}  \tag{5.16}\\
\lesssim & \epsilon\left(\|v\|_{H^{2.5+\delta}}+\|b\|_{H^{2.5+\delta}}\right)+\mathcal{P}_{0}+\int_{0}^{t} \mathcal{P} .
\end{align*}
$$

Now we can derive the estimate of full $H^{2.5+\delta}$ derivative estimate of $v$ and $b$. First applying Hodge's decomposition inequality, we get

$$
\begin{equation*}
\|v\|_{H^{2.5+\delta}} \lesssim\|v\|_{L^{2}}+\|\operatorname{curl} v\|_{H^{1.5+\delta}}+\|\operatorname{div} v\|_{H^{1.5+\delta}}+\|(\bar{\partial} v) \cdot N\|_{H^{1+\delta}\left(\Gamma_{1}\right)} \tag{5.17}
\end{equation*}
$$

For the tangential term, we apply Sobolev trace lemma to get:

$$
\begin{equation*}
\|\bar{\partial} v \cdot N\|_{H^{1+\delta}\left(\Gamma_{1}\right)} \lesssim\left\|\bar{\partial}^{1.5+\delta} v_{3}\right\|_{H^{0.5}\left(\Gamma_{1}\right)} \lesssim\left\|\bar{\partial}^{1.5+\delta} \partial v_{3}\right\|_{L^{2}} \tag{5.18}
\end{equation*}
$$

where the last term in (5.18) can be expressed using the tangential derivative of $v$ by:

$$
\begin{equation*}
\partial_{3} v_{3}=\operatorname{div} v-\partial_{1} v_{1}-\partial_{2} v_{2}=\left(A_{I}-A_{a}\right) v-\partial_{1} v_{1}-\partial_{2} v_{2} \tag{5.19}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left\|\bar{\partial}^{1.5+\delta} \partial v_{3}\right\|_{L^{2}} \leq\left\|\bar{\partial}^{-2.5+\delta} v\right\|_{L^{2}}+\|v\|_{H^{0.5}}+\epsilon\|v\|_{H^{2.5+\delta}} \tag{5.20}
\end{equation*}
$$

Combining (5.2) and (5.20), and then absorbing $\epsilon\|v\|_{H^{2.5+\delta}}$ to the LHS, we have :

$$
\begin{equation*}
\|v\|_{H^{2.5+\delta}} \lesssim \mathcal{P}_{0}+\int_{0}^{t} \mathcal{P} d s+\|S v\|_{L^{2}} . \tag{5.21}
\end{equation*}
$$

The estimate of $\|b\|_{H^{2.5+\delta}}$ can be derived exactly in the same way as $\|v\|_{H^{2.5+\delta}}$, so we omit the details.

$$
\begin{equation*}
\|b\|_{H^{2.5+\delta}} \lesssim \mathcal{P}_{0}+\int_{0}^{t} \mathcal{P} d s+\|S b\|_{L^{2}} \tag{5.22}
\end{equation*}
$$

In conclusion, we have proved
Theorem 5.3. The following estimates hold in a sufficiently short time interval $[0, T]$ :

$$
\begin{equation*}
\|v\|_{H^{2.5+\delta}}+\|b\|_{H^{2.5+\delta}} \lesssim \mathcal{P}_{0}+\int_{0}^{t} \mathcal{P} d s+\|S v\|_{L^{2}}+\|S b\|_{L^{2}} \tag{5.23}
\end{equation*}
$$

$H^{3+\delta}$-estimate of $\eta$ : We derive the $H^{3+\delta}$ estimate for $\eta$ via the standard div-curl estimate:

$$
\begin{equation*}
\|\eta\|_{H^{3+\delta}} \lesssim\|\eta\|_{L^{2}}+\|\operatorname{curl} \eta\|_{H^{2+\delta}}+\|\operatorname{div} \eta\|_{H^{2+\delta}}+\|(\bar{\partial} \eta) \cdot N\|_{H^{1.5+\delta}(\partial \Omega)} \tag{5.24}
\end{equation*}
$$

The divergence part is easy to treat owing to the div-free condition $A_{a} v=0$, i.e., the Eulerian divergence of $v$ is identically zero.

$$
\begin{align*}
\|\operatorname{div} \eta\|_{H^{2+\delta}} & \lesssim\|\operatorname{div} \partial \eta\|_{H^{1+\delta}}+\|\operatorname{div} \eta\|_{H^{1+\delta}} \\
& \lesssim\left\|A_{a} \partial \eta\right\|_{H^{1+\delta}}+\left\|\left(A_{I}-A_{a}\right) \partial \eta\right\|_{H^{1+\delta}}+\|\eta\|_{H^{2+\delta}}  \tag{5.25}\\
& \lesssim\left\|A_{a} \partial \eta\right\|_{H^{1+\delta}}+\epsilon\|\eta\|_{H^{3+\delta}}+\|\eta(0)\|_{H^{2+\delta}}+\int_{0}^{t}\|v\|_{H^{2+\delta}}
\end{align*}
$$

Now it remains to control $A_{a} \partial \eta$. We have:

$$
A_{a} \partial \eta(t)=A_{a} \partial \eta(0)+\int_{0}^{t} A_{a_{t}} \partial \eta+A_{a} \partial v=\operatorname{div} \partial \eta(0)+\int_{0}^{t} A_{a_{t}} \partial \eta+\underbrace{\partial\left(A_{a} v\right)}_{A_{a} v=0}-A_{\partial a} v d s
$$

Therefore, it can be controlled as

$$
\begin{align*}
\left\|A_{a} \partial \eta(t)\right\|_{H^{1+\delta}} & \leq\|\operatorname{div} \partial \eta(0)\|_{H^{1+\delta}}+\int_{0}^{t}\left\|A_{a_{t}} \partial \eta\right\|_{H^{1+\delta}}+\left\|A_{\partial a} v\right\|_{H^{1+\delta}} d s \\
& \lesssim\|\eta(0)\|_{H^{3+\delta}}+\int_{0}^{t}\left\|a_{t}\right\|_{H^{1.5+\delta}}\|\eta\|_{H^{3+\delta}}+\|a\|_{H^{2+\delta}}\|v\|_{H^{2.5+\delta}} d s  \tag{5.26}\\
& \lesssim\|\eta(0)\|_{H^{3+\delta}}+\int_{0}^{t}\|\eta\|_{H^{3+\delta}}\|v\|_{H^{2.5+\delta}} d s
\end{align*}
$$

Summing up (5.25) and (5.26), then absorbing the $\epsilon$-term to LHS, we get the control of div $\eta$ :

$$
\begin{equation*}
\|\operatorname{div} \eta\|_{H^{2+\delta}} \lesssim\|\eta(0)\|_{H^{3+\delta}}+\int_{0}^{t} P\left(\|\eta\|_{H^{3+\delta}},\|v\|_{H^{2.5+\delta}}\right) d s \tag{5.27}
\end{equation*}
$$

For the boundary estimate, we have:

$$
\begin{align*}
\|(\bar{\partial} \eta) \cdot N\|_{H^{1.5+\delta}\left(\Gamma_{1}\right)} & \lesssim\|S \eta \cdot N\|_{L^{2}\left(\Gamma_{1}\right)}+\|\eta \cdot N\|_{H^{1.5+\delta}\left(\Gamma_{1}\right)} \\
& \lesssim\left\|a_{\alpha}^{3} S \eta^{\alpha}\right\|_{L^{2}\left(\Gamma_{1}\right)}+\left\|\left(\delta_{\alpha}^{3}-a_{\alpha}^{3}\right) S \eta^{\alpha}\right\|_{L^{2}\left(\Gamma_{1}\right)}+\|\eta\|_{H^{2+\delta}}  \tag{5.28}\\
& \lesssim \epsilon_{0} \frac{\epsilon_{0}}{2}\left\|a_{\alpha}^{3} S \eta^{\alpha}\right\|_{L^{2}\left(\Gamma_{1}\right)}+\epsilon\|\eta\|_{H^{3}}+\|\eta(0)\|_{H^{2}}+\int_{0}^{t}\|v\|_{H^{2}} .
\end{align*}
$$

Here we remark that the term $\frac{\epsilon_{0}}{2}\left\|a_{\alpha}^{3} S \eta^{\alpha}\right\|_{L^{2}\left(\Gamma_{1}\right)}$ is exactly the boundary energy term derived from the physical sign condition in the tangential estimate.

It remains to control $\|$ curl $\eta \|_{H^{2+\delta}}$, we start with

$$
\begin{align*}
\|\operatorname{curl} \eta\|_{H^{2+\delta}} & \lesssim\|\operatorname{curl} \partial \eta\|_{H^{1+\delta}}+\|\operatorname{curl} \eta\|_{H^{1+\delta}} \\
& \leq\left\|B_{a} \partial \eta\right\|_{H^{1+\delta}}+\left\|\left(B_{I}-B_{a}\right) \partial \eta\right\|_{H^{1+\delta}}+\|\operatorname{curl} \eta\|_{H^{1+\delta}} \tag{5.29}
\end{align*}
$$

Recall that the $i$-th component of $B_{a} \partial \eta$ (resp. $\left(B_{I}-B_{a}\right) \partial \eta$ ) is of the form $\epsilon_{i j k} a^{\mu j} \partial_{\mu} \partial \eta^{k}$ (resp. $\epsilon_{i j k}\left(\delta^{\mu j}-\right.$ $\left.\left.a^{\mu j}\right) \partial_{\mu} \partial \eta^{k}\right)$. So we apply the multiplicative Sobolev inequality (3.9) to get:

$$
\begin{equation*}
\left\|\left(B_{I}-B_{a}\right) \partial \eta\right\|_{H^{1+\delta}} \leq\|I-a\|_{H^{1.5+\delta}}\|\eta\|_{H^{3+\delta}} \leq \epsilon\|\eta\|_{H^{3+\delta}} \tag{5.30}
\end{equation*}
$$

In addition, using multiplicative Sobolev inequality, Young's inequality and Jensen's inequality, we have:

$$
\begin{align*}
\left\|B_{a} \partial \eta\right\|_{H^{1+\delta}} & \lesssim\|a\|_{H^{1.5+\delta}}\|\eta\|_{H^{3+\delta}} \lesssim \epsilon^{-1}\|\eta\|_{H^{2.5+\delta}}^{4}+\epsilon\|\eta\|_{H^{3+\delta}}^{2} \\
& \lesssim \epsilon^{-1}\|\eta(0)\|_{H^{2.5+\delta}}^{4}+\epsilon^{-1} \int_{0}^{t}\|v\|_{H^{2.5+\delta}}^{4}+\epsilon\|\eta\|_{3+\delta}^{2} \tag{5.31}
\end{align*}
$$

holds for sufficiently small $t$. Also,

$$
\begin{equation*}
\|\operatorname{curl} \eta(t)\|_{H^{1+\delta}} \lesssim\|\eta(t)\|_{H^{2+\delta}} \leq\|\eta(0)\|_{H^{2+\delta}}+\int_{0}^{t}\|v\|_{H^{2+\delta}} \tag{5.32}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\|\operatorname{curl} \eta\|_{H^{2+\delta}} \lesssim \epsilon^{-1} P\left(\|\eta(0)\|_{H^{2.5+\delta}}\right)+\epsilon P\left(\|\eta\|_{H^{3+\delta}}\right)+\epsilon^{-1} \int_{0}^{t} P\left(\|v\|_{H^{2.5+\delta}}\right) \tag{5.33}
\end{equation*}
$$

Now summing up (5.27), (5.28) and (5.33), we get the $H^{3+\delta}$ estimates of $\eta$.
Theorem 5.4. The following estimates hold in a sufficiently short time interval $[0, T]$ :

$$
\begin{equation*}
\|\eta\|_{H^{3+\delta}} \lesssim \epsilon_{0} \frac{\epsilon_{0}}{2}\left\|a_{\alpha}^{3} S \eta^{\alpha}\right\|_{L^{2}\left(\Gamma_{1}\right)}+\epsilon^{-1} P\left(\|\eta(0)\|_{H^{2.5+\delta}}\right)+\epsilon P\left(\|\eta\|_{H^{3+\delta}}\right)+\epsilon^{-1} \int_{0}^{t} P\left(\|v\|_{H^{2.5+\delta}}\right) \tag{5.34}
\end{equation*}
$$

### 5.2 Propagation of the physical sign condition

For the MHD system, we still need to show that the physical sign condition (1.12) can be propagated to a positive time if it holds for the initial data, that is, $-\left.\partial_{3} Q\right|_{\Gamma_{1}} \geq \epsilon_{0}>0$ holds in a short time interval [0,T] for some $\epsilon_{0}$, provided $-\left.\partial_{3} Q\right|_{\Gamma_{1}} \geq \epsilon_{0}^{\prime}>0$ holds at $t=0$ for some $\epsilon_{0}^{\prime}$. We start with the following lemma:
Lemma 5.5. Let $T>0$ be fixed. Assume $f:[0, T] \times \Gamma_{1} \rightarrow \mathbb{R}$ satisfies $f \in L^{\infty}\left([0, T] ; H^{1.5}\left(\Gamma_{1}\right)\right)$ and $\partial_{t} f \in L^{\infty}\left([0, T] ; H^{0.5}\left(\Gamma_{1}\right)\right)$, then $f \in C^{0, \frac{1}{4}}\left([0, T] \times \Gamma_{1}\right)$.

Proof. Since $f \in L^{\infty}\left([0, T] ; H^{1.5}\left(\Gamma_{1}\right)\right)$, we have $\partial_{1} f, \partial_{2} f \in L^{\infty}\left([0, T] ; H^{0.5}\left(\Gamma_{1}\right)\right)$. By Sobolev embedding and Hölder's inequality, we have

$$
L^{\infty}\left([0, T] ; H^{0.5}\left(\Gamma_{1}\right)\right) \hookrightarrow L^{\infty}\left([0, T] ; L^{4}\left(\Gamma_{1}\right)\right) \hookrightarrow L^{4}\left([0, T] ; L^{4}\left(\Gamma_{1}\right)\right)=L^{4}\left([0, T] \times \Gamma_{1}\right)
$$

which implies $f \in W^{1,4}\left([0, T] \times \Gamma_{1}\right)$. Finally, we use Morrey's embedding $W^{1,4}\left([0, T] \times \Gamma_{1}\right) \hookrightarrow C^{0, \frac{1}{4}}([0, T] \times$ $\left.\Gamma_{1}\right)$ to conclude that $f \in C^{0, \frac{1}{4}}\left([0, T] \times \Gamma_{1}\right)$.

Recall we have shown that $Q \in L^{\infty}\left([0, T] ; H^{3+\delta}(\Omega)\right)$ and $Q_{t} \in L^{\infty}\left([0, T] ; H^{2.5+\delta}(\Omega)\right)$. This, together with the trace lemma, gives $\left.\partial_{3} Q\right|_{\Gamma_{1}} \in L^{\infty}\left([0, T] ; H^{1.5}\left(\Gamma_{1}\right)\right)$ and $\left.\partial_{3} Q_{t}\right|_{\Gamma_{1}} \in L^{\infty}\left([0, T] ; H^{0.5}\left(\Gamma_{1}\right)\right)$. Therefore, we are able to set $f=\partial_{3} Q$ in Lemma 5.2 to see that $\partial_{3} Q$ is $1 / 4$-Hölder continuous in $[0, T] \times \Gamma_{1}$. Now, suppose $-\left.\partial_{3} Q\right|_{\Gamma_{1}} \geq \epsilon_{0}^{\prime}$ holds at $t=0$ for some $\epsilon_{0}^{\prime}>0$, then there exists a $\epsilon_{0}>0$ such that $-\left.\partial_{3} Q\right|_{\Gamma_{1}}>\epsilon_{0}$ for all $t \in[0, T]$ if the time $T$ is chosen sufficiently small. This verifies that the physical sign condition (1.12) can be propagated to a positive time, provided it holds at $t=0$.

### 5.3 Gronwall type argument

Now we recall that

$$
\begin{equation*}
N(t):=\|\eta(t)\|_{H^{3+\delta}}^{2}+\|v(t)\|_{H^{2.5+\delta}}^{2}+\|b(t)\|_{H^{2.5+\delta}}^{2} \tag{5.35}
\end{equation*}
$$

From (4.1), (5.23) and (5.34), we have :

$$
\begin{align*}
N(t) \lesssim & \epsilon P\left(\|\eta(t)\|_{H^{3+\delta}}\right)++P(N(0))+P(N(t)) \int_{0}^{t} P(N(s)) d s  \tag{5.36}\\
& +\epsilon^{-1} P\left(\|\eta(0)\|_{H^{2.5+\delta}}\right)+\epsilon^{-1} \int_{0}^{t}\|v(s)\|_{H^{2.5+\delta}} d s
\end{align*}
$$

For fixed $\epsilon \ll 1$, recall that $\Omega=\mathbb{T}^{2} \times(0, \bar{\epsilon})$ and $\eta(0)=I d$, one may choose $\bar{\epsilon}$ sufficiently small so that $\epsilon^{-1} P\left(\|\eta(0)\|_{H^{2.5+\delta}}\right) \leq 1$. Then by a Gronwall-type argument in [36] we conclude that:

$$
\begin{equation*}
N(t) \lesssim 1+P(N(0)), \quad \text { when } \quad t \in[0, T] \tag{5.37}
\end{equation*}
$$

for some $T=T(N(0), \bar{\epsilon})$.

## 6 The case of a general domain

In this section we show how to adapt the ideas used in the proof on Theorem 1.1 to the case of a general bounded domain with small volume. The physical situation we have in mind is that of a conducting liquid droplet with sufficiently small volume. We shall adapt the idea used in Section 12 of [10] to our case. The goal of this section is to prove:

Theorem 6.1. Let $\Omega \subset \mathbb{R}^{3}$ be a bounded domain with smooth boundary $\Gamma$, and denote $n$ by the unit outward normal of $\Gamma$. Let $(\eta, v, b)$ be the solution of

$$
\begin{cases}\partial_{t} v_{\alpha}-b_{\beta} a^{\mu \beta} \partial_{\mu} b_{\alpha}+a_{\alpha}^{\mu} \partial_{\mu} Q=0 & \text { in }[0, T] \times \Omega  \tag{6.1}\\ \partial_{t} b_{\alpha}-b_{\beta} a^{\mu \beta} \partial_{\mu} v_{\alpha}=0 & \text { in }[0, T] \times \Omega \\ a_{\alpha}^{\mu} \partial_{\mu} v^{\alpha}=0, a_{\alpha}^{\mu} \partial_{\mu} b^{\alpha}=0 & \text { in }[0, T] \times \Omega \\ a^{\mu v} b_{\mu} b_{v}=c^{2}, Q=\frac{1}{2} c^{2}, a_{v}^{\mu} b^{v} N_{\mu}=0 & \text { on } \Gamma ;\end{cases}
$$

and $\delta \in(0,0.5)$. Assume that $v(0, \cdot)=v_{0} \in H^{2.5+\delta}(\Omega)$ and $b(0, \cdot)=b_{0} \in H^{2.5+\delta}(\Omega)$ be divergence free vector fields and $b_{0} \cdot n=0$ on $\Gamma$. Let

$$
\begin{equation*}
N(t):=\|\eta(t)\|_{H^{3+\delta}}^{2}+\|v(t)\|_{H^{2.5+\delta}}^{2}+\|b(t)\|_{H^{2.5+\delta}}^{2} \tag{6.2}
\end{equation*}
$$

Then if $\operatorname{diam}(\Omega):=\bar{\epsilon} \ll 1$, there exists a $T>0$, depending only on $N(0)$ and $\bar{\epsilon}$ such that $N(t) \leq P(N(0))$ for all $t \in[0, T]$, provided the physical sign condition

$$
\begin{equation*}
-\left.\frac{\partial Q}{\partial N}\right|_{t=0} \geq \epsilon_{0}>0, \quad \text { on } \Gamma \tag{6.3}
\end{equation*}
$$

holds.

Flatten the boundary: Let $\Omega \subset \mathbb{R}^{3}$ be a bounded domain with smooth boundary $\Gamma$ with diameter $8 \bar{\epsilon} \ll 1$. Given $y_{0} \in \Gamma$, there exists $r>0, r \lesssim 4 \bar{\epsilon}$ and a smooth function $\phi$ such that (after a rigid motion and relabeling the coordinates if necessary) we have

$$
\Omega \cap B_{r}\left(y_{0}\right)=\left\{y \in B_{r}\left(y_{0}\right): y_{3} \geq \phi\left(y_{1}, y_{2}\right)+1\right\} .
$$

Now, we take coordinates that flatten the boundary near $y_{0}$. To be more specific, there exists $R>0$ and a diffeomorphism

$$
\Phi: \Omega \cap B_{r}\left(y_{0}\right) \rightarrow B_{R}(0,0,1) \cap\left\{z_{3} \geq 1\right\}
$$

such that $\Phi\left(y_{1}, y_{2}, y_{3}\right)=\left(y_{1}, y_{2}, y_{3}-\phi\left(y_{1}, y_{2}\right)\right)$. Note that $\operatorname{det}(D \Phi)=1$, and so $\operatorname{det}\left(D \Phi^{-1}\right)=1$. Denoting $\Psi=\Phi^{-1}$ and $\psi=\phi^{-1}$, we have

$$
\Psi\left(z_{1}, z_{2}, z_{3}\right)=\left(z_{1}, z_{2}, z_{3}+\psi\left(z_{1}, z_{2}\right)\right)
$$

Moreover, we must have $R \lesssim 4 \bar{\epsilon}$ since both $\Phi$ and $\Psi$ are volume-preserving diffeomorphisms.
The local Lagrangian map and the cut-off functions: Consider the Lagrangian map $\eta: \Omega \rightarrow \Omega(t)$, and set $\tilde{\eta}=\eta \circ \Psi$. Then $\partial_{t} \tilde{\eta}=\partial_{t} \eta \circ \Psi=u \circ \tilde{\eta}$, where $u$ is the velocity of the moving domain $\Omega(t)$. In view of this, if we introduce

$$
\tilde{v}=u \circ \tilde{\eta}, \quad \tilde{b}=B \circ \tilde{\eta}, \quad \tilde{a}=[\partial \tilde{\eta}]^{-1}, \quad \tilde{Q}=Q \circ \tilde{\eta}
$$

then these new variables verify the incompressible MHD equations in the domain $B_{R}(0,0,1) \cap\left\{z_{3} \geq 1\right\}$. We thus use suitably chosen cut-off functions to produce local estimate, passing to the global estimate by the standard gluing procedure. Let $\theta$ be a smooth cut-off function such that $0 \leq \theta \leq 1$ with $\theta=1$ in $\bar{B}_{R / 5}(0,0,1)$ and $\operatorname{supp} \theta \subset B_{R / 4}(0,0,1)$. Therefore, extending all quantities to be identically 0 outside $B_{R / 4}(0,0,1)$ and since $R \lesssim 4 \bar{\epsilon}$, we may consider the equations and variables defined on the reference domain $\tilde{\Omega}=\mathbb{T}^{2} \times(0, \bar{\epsilon})$. This allows us to adapt the tangential energy estimates in Section 4, but all integrands should carry the cut-off function $\theta$. Also, unlike Section 4, no integral over the lower boundary $\Gamma_{0}$ of $\tilde{\Omega}$ is present since all variables vanish there in view of the way they have been extended.

The energy estimate: First, since $\tilde{\eta}(0, z)=\left(z_{1}, z_{2}, z_{3}+\psi\left(z_{1}, z_{2}\right)\right)$, a direct computation yields that at $t=0$ we have

$$
\tilde{a}(0)=\left(\begin{array}{ccc}
1 & 0 & -\partial_{1} \psi \\
0 & 1 & -\partial_{2} \psi \\
0 & 0 & 1
\end{array}\right)
$$

In the proof of Theorem 1.1, for which $\psi=0$, we used $a(0)-I=O$ to produce some small parameters (i.e., Lemma 2.1 (7)) in the energy estimates. We need $\partial \psi$ to be small in order to apply the same argument here. This can be achieved since we may assume, without loss of generality, that $\partial \psi(0,0)=0$, and so the smallness of $\|\partial \psi\|_{L^{\infty}(\Gamma)}$ can be achieved by the mean value theorem possibly after reducing $\bar{\epsilon}$, provided that $\psi \in H^{2.5+\delta}(\Gamma)$.

We now apply the energy estimates of Section 4 with

$$
\begin{equation*}
S \cdot=\bar{\partial}^{2.5+\delta}(\theta \cdot) \tag{6.4}
\end{equation*}
$$

The estimates in Section 3 and Section 5 follow from a similar (and easier) argument once this is done.

In order to simplify the exposition, we will omit tildes from all quantities and continue to label $\eta, v, b, a$ and $q$, which are only locally defined Lagrangian flow map, velocity, magnetic field, cofactor matrix, and pressure, respectively. We start by differentiating $\|S v\|_{L^{2}(\tilde{\Omega})}$, i.e.,

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \int_{\tilde{\Omega}}\left(S v^{\alpha}\right)\left(S v_{\alpha}\right) & =\int_{\tilde{\Omega}}\left(S v^{\alpha}\right)\left(\partial_{t} S v_{\alpha}\right) \\
& =-\int_{\tilde{\Omega}}\left(S v^{\alpha}\right)\left(S\left(a_{\alpha}^{\mu} \partial_{\mu} Q\right)\right)+\int_{\tilde{\Omega}}\left(S v^{\alpha}\right)\left(S\left(b_{0}^{\mu} \partial_{\mu} b_{\alpha}\right)\right)  \tag{6.5}\\
& =: I+J
\end{align*}
$$

To control $I$, we have:

$$
\begin{align*}
I= & -\int_{\tilde{\Omega}} \bar{\partial}^{2.5+\delta}\left(\theta v^{\alpha}\right) \bar{\partial}^{2.5+\delta}\left(\theta a_{\alpha}^{\mu} \partial_{\mu} Q\right) \\
= & \underbrace{-\int_{\tilde{\Omega}} \bar{\partial}^{2.5+\delta}\left(\theta v^{\alpha}\right) \theta a_{\alpha}^{\mu}\left(\bar{\partial}^{2.5+\delta}\left[\partial_{\mu} Q\right]\right)}_{I_{1}} \underbrace{-\int_{\tilde{\Omega}} \bar{\partial}^{2.5+\delta}\left(\theta v^{\alpha}\right) \bar{\partial}^{2.5+\delta}\left(\theta a_{\alpha}^{\mu}\right)\left(\partial_{\mu} Q\right)}_{I_{2}}  \tag{6.6}\\
& \underbrace{-\int_{\tilde{\Omega}} \bar{\partial}^{2.5+\delta}\left(\theta v^{\alpha}\right)\left[\bar{\partial}^{2.5+\delta}\left(\theta a_{\alpha}^{\mu} \partial_{\mu} Q\right)-\theta a_{\alpha}^{\mu}\left(\bar{\partial}^{2.5+\delta}\left[\partial_{\mu} Q\right]\right)-\bar{\partial}^{2.5+\delta}\left(\theta a_{\alpha}^{\mu}\right)\left(\partial_{\mu} Q\right)\right]}_{I_{3}}
\end{align*}
$$

Control of $I_{1}$ : We integrate $\partial_{\mu}$ by parts to get

$$
\begin{equation*}
I_{1}=\underbrace{\int_{\tilde{\Omega}} \theta a_{\alpha}^{\mu}\left(\bar{\partial}^{2.5+\delta}\left[\theta \partial_{\mu} v^{\alpha}\right]\right)\left(\bar{\partial}^{2.5+\delta} Q\right)}_{I_{11}}-\int_{\Gamma_{1}}(\underbrace{\bar{\partial}^{2.5+\delta} Q}_{=0})\left(\theta a_{\alpha}^{\mu} S v^{\alpha} N_{\mu}\right) d S\left(\Gamma_{1}\right)+\mathcal{R} \tag{6.7}
\end{equation*}
$$

Here and throughout, $\mathcal{R}$ contains error terms when the derivatives fall on $\theta$, which can be controlled by the RHS of (6.16). Now,

$$
\begin{align*}
I_{11} & =\int_{\tilde{\Omega}} \theta \underbrace{S\left(a_{\alpha}^{\mu} \partial_{\mu} v^{\alpha}\right)}_{=0}\left(\bar{\partial}^{2.5+\delta} Q\right)-\underbrace{\int_{\tilde{\Omega}} \theta\left(S a_{\alpha}^{\mu}\right) \partial_{\mu} v^{\alpha}\left(\bar{\partial}^{2.5+\delta} Q\right)}_{I_{112}} \\
& -\underbrace{\int_{\tilde{\Omega}} \theta\left[S\left(a_{\alpha}^{\mu} \partial_{\mu} v^{\alpha}\right)-\left(S a_{\alpha}^{\mu}\right) \partial_{\mu} v^{\alpha}-a_{\alpha}^{\mu} S \partial_{\mu} v^{\alpha}\right]\left(\bar{\partial}^{2.5+\delta} Q\right)}_{I_{113}} \tag{6.8}
\end{align*}
$$

$I_{113}$ can be controlled using the Kato-Ponce inequality. To do this, however, each separated term needs to be properly cut-off since the fractional derivatives destroy the compact support. Let $\bar{\theta}$ be a smooth cut-off function such that $0 \leq \bar{\theta} \leq 1$ with $\operatorname{supp} \bar{\theta} \subset B_{R / 3}(0,0,1)$ and $\bar{\theta}=1$ on $\operatorname{supp} \theta$. The construction of $\bar{\theta}$ allows us to introduce $\bar{\theta}$ without changing given expressions.

Notation 6.2. We shall use $C_{\theta}$ to denote constants depend on $\|\theta\|_{H^{3+\delta}}$ and $\|\bar{\theta}\|_{H^{3+\delta}}$ throughout the rest of this section.

Now, commutating $\theta$ through $\bar{\partial}^{2.5+\delta}$ we get

$$
\begin{align*}
I_{113} \lesssim & \left\|\bar{\partial}^{2.5+\delta}\left[\theta\left(a_{\alpha}^{\mu} \theta \partial_{\mu} v^{\alpha}\right)\right]-\theta \bar{\partial}^{2.5+\delta}\left(a_{\alpha}^{\mu} \theta \partial_{\mu} v^{\alpha}\right)\right\|_{L^{3 / 2}}\left\|\bar{\theta} \bar{\partial}^{2.5+\delta} Q\right\|_{L^{3}} \\
& +\left\|\bar{\partial}^{2.5+\delta}\left[\theta\left(a_{\alpha}^{\mu} \theta \partial_{\mu} v^{\alpha}\right)\right]-\bar{\partial}^{2.5+\delta}\left(\theta a_{\alpha}^{\mu}\right) \theta \partial_{\mu} v^{\alpha}-\theta a_{\alpha}^{\mu} \bar{\partial}^{2.5+\delta}\left[\theta \partial_{\mu} v^{\alpha}\right]\right\|_{L^{3 / 2}}\left\|\bar{\theta} \bar{\partial}^{2.5+\delta} Q\right\|_{L^{3}} . \tag{6.9}
\end{align*}
$$

The first line is bounded by

$$
\begin{equation*}
\|\partial \theta\|_{L^{\infty}}\left\|a_{\alpha}^{\mu} \theta \partial_{\mu} v^{\alpha}\right\|_{W^{1.5+\delta, 3 / 2}}+\|\theta\|_{W^{2.5+\delta, 3 / 2}}\left\|a_{\alpha}^{\mu} \theta \partial_{\mu} v^{\alpha}\right\|_{L^{\infty}} \leq C_{\theta}\|\theta a\|_{H^{1.5+\delta}}\|\bar{\theta} v\|_{2.5+\delta} \tag{6.10}
\end{equation*}
$$

and the second line is bounded by

$$
\begin{align*}
& \left(\left\|\theta a_{\alpha}^{\mu}\right\|_{W^{1.5+\delta, 3}}\left\|\theta \partial_{\mu} v^{\alpha}\right\|_{W^{1,3}}+\left\|\theta a_{\alpha}^{\mu}\right\|_{W^{1,6}}\left\|\theta \partial_{\mu} v^{\alpha}\right\|_{H^{1.5+\delta}}\right)\left\|\bar{\theta} \bar{\partial}^{2.5+\delta} Q\right\|_{L^{3}} \\
\leq & C_{\theta}\|\bar{\theta} Q\|_{H^{3+\delta}}\|\theta a\|_{H^{2+\delta}}^{2}\|\theta v\|_{H^{2.5+\delta}} . \tag{6.11}
\end{align*}
$$

Moreover, we integrate $1 / 2$-tangential derivatives by parts and then $I_{112}$ becomes

$$
\begin{equation*}
\int_{\tilde{\Omega}} \bar{\partial}^{2+\delta}\left[\theta a_{\alpha}^{\mu}\right] \bar{\partial}^{0.5}\left(\theta \bar{\partial}^{2.5+\delta} Q \partial_{\mu} v^{\alpha}\right)+\mathcal{R} \tag{6.12}
\end{equation*}
$$

where

$$
\begin{align*}
& \int_{\tilde{\Omega}} \bar{\partial}^{2+\delta}\left[\theta a_{\alpha}^{\mu}\right] \bar{\partial}^{0.5}\left(\theta \bar{\partial}^{2.5+\delta} Q \partial_{\mu} v^{\alpha}\right)  \tag{6.13}\\
\lesssim & \|\theta a\|_{H^{2+\delta}}\left(\left\|\theta \bar{\partial}^{2.5+\delta} Q\right\|_{H^{0.5}}\left\|\bar{\theta} \partial_{\mu} v^{\alpha}\right\|_{L^{\infty}}+\left\|\theta \bar{\partial}^{2.5+\delta} Q\right\|_{L^{3}}\left\|\bar{\theta} \partial_{\mu} v^{\alpha}\right\|_{W^{0.5,6}}\right)  \tag{6.14}\\
\leq & C_{\theta}\|\theta a\|_{H^{2+\delta}}\|\theta Q\|_{H^{3+\delta}}\|\bar{\theta} v\|_{H^{2.5+\delta}} . \tag{6.15}
\end{align*}
$$

Summing these up, we have

$$
\begin{equation*}
I_{1} \leq C_{\theta}\left(\|\theta a\|_{H^{2+\delta}}\|\theta Q\|_{H^{3+\delta}}\|\bar{\theta} v\|_{H^{2.5+\delta}}+\|\bar{\theta} Q\|_{H^{3+\delta}}\|\theta a\|_{H^{2+\delta}}^{2}\|\theta v\|_{H^{2.5+\delta}}\right) \tag{6.16}
\end{equation*}
$$

Control of $I_{3}$ : We have

$$
\begin{align*}
I_{3} & \lesssim\left\|\bar{\partial}^{2.5+\delta}(\theta v)\right\|_{L^{2}}\left\|\bar{\partial}^{2.5+\delta}\left(\theta a_{\alpha}^{\mu} \bar{\theta} \partial_{\mu} Q\right)-\theta a_{\alpha}^{\mu}\left(\bar{\partial}^{2.5+\delta}\left[\bar{\theta} \partial_{\mu} Q\right]\right)-\bar{\partial}^{2.5+\delta}\left(\theta a_{\alpha}^{\mu}\right)\left(\bar{\theta} \partial_{\mu} Q\right)\right\|_{L^{2}} \\
& \leq C_{\theta}\|\theta v\|_{H^{2.5+\delta}}\|\theta a\|_{H^{2+\delta}}\|\bar{\theta} Q\|_{H^{3+\delta}} . \tag{6.17}
\end{align*}
$$

Control of $I_{2}$ : First it is easy to check that the decomposition (4.9) remains valid, i.e., for any smooth function $u$, we have

$$
\begin{equation*}
S u=\sum_{m=1}^{2} S_{m} \partial_{m}(\theta u)+S_{0}(\theta u) \tag{6.18}
\end{equation*}
$$

where $S$ • is defined as (6.4), and $S_{m}, S_{0}$ are defined in (4.9). Then the analysis of (4.11) suggests that it suffices to consider the term associated to $I_{21}$, i.e.,

$$
I_{21}^{\prime}=\sum_{m=1}^{2} \int_{\tilde{\Omega}} \bar{\partial}^{2.5+\delta}\left(\theta v^{\alpha}\right)\left[S_{m}\left(\theta \partial_{\beta} \partial_{m} \eta^{\nu}\right)\right]\left(a_{\nu}^{\mu} a_{\alpha}^{\beta}\right) \partial_{\mu} Q
$$

Writing $\sum_{m=1}^{2} S_{m} \partial_{m}=\bar{\partial}^{2.5+\delta}-S_{0}$, we have

$$
\begin{equation*}
I_{21}^{\prime}=\int_{\tilde{\Omega}} \bar{\partial}^{2.5+\delta}\left(\theta v^{\alpha}\right) \bar{\partial}^{2.5+\delta}\left(\theta \partial_{\beta} \eta^{\nu}\right)\left(a_{\nu}^{\mu} a_{\alpha}^{\beta}\right) \partial_{\mu} Q-\int_{\tilde{\Omega}} \bar{\partial}^{2.5+\delta}\left(\theta v^{\alpha}\right) S_{0}\left(\theta \partial_{\beta} \eta^{\nu}\right)\left(a_{\nu}^{\mu} a_{\alpha}^{\beta}\right) \partial_{\mu} Q+\mathcal{R} \tag{6.19}
\end{equation*}
$$

where the second term is controlled directly by $C_{\theta}\|\theta v\|_{H^{2.5+\delta}}\|\bar{\theta} a\|_{H^{1.5+\delta}}^{2}\|\bar{\theta} Q\|_{H^{1.5}}\|\theta \eta\|_{H^{2.5+\delta}}$. For the first term, we integrate $\partial_{\beta}$ by parts to obtain

$$
\begin{align*}
I_{21}^{\prime}= & \underbrace{-\int_{\tilde{\Omega}} \bar{\partial}^{2.5+\delta} \partial_{\beta}\left(\theta v^{\alpha}\right)\left(\bar{\partial}^{2.5+\delta} \theta \eta^{\nu}\right)\left(a_{v}^{\mu} a_{\alpha}^{\beta}\right) \partial_{\mu} Q}_{I_{211}^{\prime}}-\int_{\tilde{\Omega}} \bar{\partial}^{2.5+\delta}\left(\theta v^{\alpha}\right)\left(\bar{\partial}^{2.5+\delta} \theta \eta^{\nu}\right) \partial_{\beta}\left[\left(a_{v}^{\mu} a_{\alpha}^{\beta}\right) \partial_{\mu} Q\right] \\
& +\underbrace{\int_{\Gamma_{1}} \bar{\partial}^{2.5+\delta}\left(\theta v^{\alpha}\right)\left(\bar{\partial}^{2.5+\delta} \theta \eta^{v}\right) a_{v}^{\mu} a_{\alpha}^{\beta}\left(\partial_{\mu} Q\right) N_{\beta} d S\left(\Gamma_{1}\right)}_{I_{212}^{\prime}} . \tag{6.20}
\end{align*}
$$

There is no problem to control the second term in the first line of (6.20) and $I_{212}^{\prime}$ is controlled analogous to $I_{212}$ in Section 4. For $I_{211}^{\prime}$, we write

$$
\begin{align*}
I_{211}^{\prime} & =-\int_{\tilde{\Omega}} a_{\alpha}^{\beta} S \partial_{\beta} v^{\alpha}\left(a_{v}^{\mu} S \eta^{\nu}\right) \partial_{\mu} Q+\mathcal{R} \\
& =\int_{\tilde{\Omega}}\left(S a_{\alpha}^{\beta}\right)\left(\partial_{\beta} v^{\alpha}\right)\left(a_{v}^{\mu} S \eta^{\nu}\right) \partial_{\mu} Q+\int_{\tilde{\Omega}}\left[S\left(a_{\alpha}^{\beta} \partial_{\beta} v^{\alpha}\right)-\left(S a_{\alpha}^{\beta}\right)\left(\partial_{\beta} v^{\alpha}\right)-a_{\alpha}^{\beta} S \partial_{\beta} v^{\alpha}\right]\left(a_{\nu}^{\mu} S \eta^{\nu}\right) \partial_{\mu} Q \tag{6.21}
\end{align*}
$$

The first term can be treated similar to (6.12) by integrating 0.5 -derivatives by parts. The second term is equal to

$$
\begin{align*}
& \int_{\tilde{\Omega}}\left[\bar{\partial}^{2.5+\delta}\left(\theta a_{\alpha}^{\beta} \partial_{\beta} v^{\alpha}\right)-\bar{\partial}^{2.5+\delta}\left(\theta a_{\alpha}^{\beta}\right)\left(\partial_{\beta} v^{\alpha}\right)-\theta a_{\alpha}^{\beta} \bar{\partial}^{2.5+\delta} \partial_{\beta} v^{\alpha}\right]\left(a_{\nu}^{\mu} S \eta^{\nu}\right) \partial_{\mu} Q \\
- & \int_{\tilde{\Omega}} a_{\alpha}^{\beta}\left[\bar{\partial}^{2.5+\delta}\left(\theta \partial_{\beta} v^{\alpha}\right)-\theta \bar{\partial}^{2.5+\delta} \partial_{\beta} v^{\alpha}\right]\left(a_{v}^{\mu} S \eta^{\nu}\right) \partial_{\mu} Q . \tag{6.22}
\end{align*}
$$

The first line can be controlled similar to (6.11), and since

$$
\begin{align*}
& \left\|\bar{\partial}^{2.5+\delta}\left(\theta \partial_{\beta} v^{\alpha}\right)-\theta \bar{\partial}^{2.5+\delta} \partial_{\beta} v^{\alpha}\right\|_{L^{2}} \\
\lesssim & \|\partial \theta\|_{L^{\infty}}\|v\|_{H^{2.5+\delta}}+\left\|\bar{\partial}^{2.5+\delta} \theta\right\|_{L^{2}}\|\partial v\|_{L^{\infty}} \leq C_{\theta}\|v\|_{H^{2.5+\delta}} \tag{6.23}
\end{align*}
$$

so the second line can be bounded by $C_{\theta}\|\bar{\theta} a\|_{H^{1.5+\delta}}^{2}\|\bar{\theta} Q\|_{H^{2.5+\delta}}\|\theta \eta\|_{H^{2.5+\delta}}\|\bar{\theta} v\|_{H^{2.5+\delta}}$.
Control of $J+\frac{d}{d t} \frac{1}{2}\|S b\|_{L^{2}}^{2}$ : This follows from the what has been done in Section 4 except that the cancellation (4.24) holds up to a term of type $\mathcal{R}$, which can still be controlled appropriately.

After covering $\Gamma$ with finitely many balls, the procedure described above yields the tangential energy estimates near the $\Gamma$. We still need to cover the region of $\Omega$ not covered by these balls. However, we have no problem to cover this region using finitely many balls with radius $r \leq 4 \bar{\epsilon}$ and again reducing the tangential estimates to $\tilde{\Omega}$. In addition, there are no boundary integrals on either $\Gamma_{1}$ and $\Gamma_{0}$.

Finally, we need to show that the estimates in Section 3 and Section 5 are still valid in each local coordinate patch. This follows from adapting the estimates in Section 3 and Section 5 to the MHD equations after commuting $\theta$, i.e.,

$$
\begin{cases}\partial_{t}\left(\theta v_{\alpha}\right)-b_{\beta} a^{\mu \beta} \partial_{\mu}\left(\theta b_{\alpha}\right)+a_{\alpha}^{\mu} \partial_{\mu}(\theta Q)=-b_{\beta} a^{\mu \beta}\left(\partial_{\mu} \theta\right) b_{\alpha}+a_{\alpha}^{\mu}\left(\partial_{\mu} \theta\right) Q & \text { in }[0, T] \times \tilde{\Omega} ;  \tag{6.24}\\ \partial_{t}\left(\theta b_{\alpha}\right)-b_{\beta} a^{\mu \beta} \partial_{\mu}\left(\theta v_{\alpha}\right)=-b_{\beta} a^{\mu \beta}\left(\partial_{\mu} \theta\right) v_{\alpha} & \text { in }[0, T] \times \tilde{\Omega} ; \\ a_{\alpha}^{\mu} \partial_{\mu} v^{\alpha}=0, a_{\alpha}^{\mu} \partial_{\mu} b^{\alpha}=0 & \text { in }[0, T] \times \tilde{\Omega} ; \\ a^{\mu \nu} b_{\mu} b_{v}=c^{2}, Q=\frac{1}{2} c^{2}, a_{\nu}^{\mu} b^{\nu} N_{\mu}=0 & \text { on } \Gamma ;\end{cases}
$$

We can recover the equations for $Q, Q_{t}, B_{a} v$ and $B_{a} b$ modulo error terms involving derivatives land on $\theta$, but these contribute only to lower order terms.
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[^3]:    ${ }^{3}$ One may also choose to add an articifical smoothness conditions for $\eta$ (e.g., $\eta \in H^{3+\delta}(\Omega)$ ). But such conditions do not seem to be the ones that can be propagated.

