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Abstract

Current-vortex sheet is one of the characteristic discontinuities in ideal compressible magnetohydrody-
namics (MHD). The motion of current-vortex sheets is described by a free-interface problem of two-phase
MHD flows with magnetic fields tangential to the interface. First, we prove local well-posedness of current-
vortex sheets with surface tension by developing a robust framework that does not rely on Nash-Moser
iteration nor tangential smoothing. Second, the energy estimates are uniform in Mach number and are also
uniform in surface-tension coefficient under suitable stability conditions. Thus, we present a comprehen-
sive study within one attempt, including well-posedness, nonlinear structural stability and incompressible
limit of current-vortex sheets with or without surface tension.

Our result demonstrates that either suitable magnetic fields or surface tension could suppress the ana-
logue of Kelvin-Helmholtz instability for compressible vortex sheets. The key observation is a hidden
structure of Lorentz force in the vorticity analysis which motivates us to establish the uniform estimates in
some anisotropic Sobolev spaces with suitable weights of Mach number determined by the number of tan-
gential derivatives. Moreover, for isentropic two-phase flows whose density functions converge to the same
constant when taking the incompressible limit, we can drop the boundedness assumption (with respect to
Mach number) on high-order time derivatives by paralinearizing the evolution equation of the free interface.
To our knowledge, this is the first result that rigorously justifies the incompressible limit of compressible
vortex sheets.
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1 Introduction

The equations of compressible ideal magnetohydrodynamics (MHD) in R? (d = 2,3) can be written in the
following form

oDu=B-VB-VQ, Q:=P+3|BP,
D,o+0oV-u=0,

D,B=B-Vu- BV -u, (1.1)
V-B=0,
D;s =0.

Here V := (0,,,--- ,dy,) is the standard spatial derivative. D, := 0, + u - V is the material derivative. The
fluid velocity, the magnetic field, the fluid density, the fluid pressure and the entropy are denoted by u =



(uy,- -+ ,uqg), B = (B, -+ ,By), 0, P and s respectively. The quantity Q := P + %IBI2 is the total pressure.
Note that the fourth equation in (1.1) is just an initial constraint instead of an independent equation. The last
equation of (1.1) is derived from the equation of total energy and Gibbs relation and we refer to [31, Ch. 4.3]
for more details. To close system (1.1), we need to introduce the equation of state

oP
P = P(p, s) satisfying o > 0. (1.2)
©

A typical choice in this paper would be the polytropic gas parametrized by A > 0 [69]:
Py(0.5) = (0" exp(s/Cy) = 1), ¥ > 1, Cy > 0. (1.3)

We also need to assume o > py > 0 for some constant py > 0, which together with g—g > 0 guarantees the
hyperbolicity of system (1.1).

1.1 Mathematical formulation of current-vortex sheets

Let H > 10 be a given real number, x = (x,---,x4) and X" := (x1,--+,x4-1) and the space dimension
d = 2,3. We define the regions Q*(¢) := {x € T“' xR : Y(t,x') < x4 < H}, Q°(¢) == {x e T"! xR :
—H < x4 < Y(t,x')} and the moving interface X(f) := {x € T¢"! x R : x; = (¢, x’)} between Q*(r) and Q™ (r).
We assume U* = (u*, B, P*,s%)7 to be a smooth solution to (1.1) in Q*(¢) respectively. We say X(¢) is a
current-vortex sheet (or an MHD tangential discontinuity) if the following conditions are satisfied:

[Ql=cH, B*-N=0, 3y =u*-N onZ(2), (1.4)
where N := (=01, -+, =041, 1)7 is the normal vector to X(¢) (pointing towards Q*(¢)), o > 0 is the
constant coefficient of surface tension and the quantity H := v. ( W __ | is twice the mean curvature of

Vi+Vyp

2(7) with V = (81,--- ,84_1). The jump of a function f on X(r) is denoted by [f] := f*lzx) — f~ lsy with
f* = fla=w. The first condition shows that the jump of total pressure is balanced by surface tension. The
second condition shows that both plasmas are perfect conductors. The third condition shows that there is no
mass flow across the interface and thus the two plasmas are physically contact and mutually impermeable.
These conditions on Z(¢) are given by the Rankine-Hugoniot conditions for ideal compressible MHD when the
magnetic fields are tangential to the interface, and we refer to Trakhinin-Wang [83, Appendix A] for detailed
derivation. Besides, we impose the slip boundary conditions on the rigid boundaries £* := T¢"! x {+H}

u; =B; =0 onX*. (1.5)

Remark 1.1 (Initial constraints for the magnetic field). The conditions V - B* = 0 in Q*(¢), B* - Nlg;) = 0
and Bfl = 0 on X* are constraints for initial data so that system (1.1) with jump conditions (1.4) is not over-
determined. One can use the continuity equation, the evolution equation of B and the kinematic boundary
condition to show that Df(#V - B*) = 0in Q*(¢¥) and Df(f;—ﬁ -N) = 0 on X(r) and £* with Dy := 9, + u* - V.
Thus, the initial constraints can propagate within the lifespan of solutions if initially hold.

To make the initial-boundary-valued problem (1.1)-(1.5) solvable, we have to require the initial data to
satisfy certain compatibility conditions. Let (i, B, 05, 55 %o) = (u*, B*, 0%, 5%, )|;=o be the initial data of
system (1.1)-(1.4). We say the initial data satisfies the compatibility condition up to m-th order (m € N) if

(DX [Q1 =0 = (D) Hlzp on 2(0), 0< j<m,
(DEY Ol = (DE) (u* - N)li=op on X(0), 0< j<m, (1.6)

8{145 =0 onX*, 0<j<m.
With these compatibility conditions, one can show that the magnetic fields also satisfy (cf. [80, Section 4.1])
(DFY(B* - N)li=o =0 on Z(0)and X*, 0< j<m.

We also note that the fulfillment of the first condition implicitly requires the fulfillment of the second one.



For T > 0, we denote Q“; = U {}xQ*(®) and 7 := |J {#} X Z(¢). We consider the Cauchy problem

0<t<T 0<t<T
of (1.1): Given the initial data (i, By, 0, 5, ¥o) satisfying the compatibility conditions (1.6) up to certain
order, the vortex-sheet condition | [u - 7] [z > O for any vector 7 tangential to £(0), the constraints V - Bf = 0
in Q*(0), (Bg *N)lz) = 0 and Bg Iz« = 0, we want to study the well-posedness and the incompressible limit
of the following system for both the case o > 0 and the case o = 0, and also the zero-surface-tension limit
under suitable stability conditions on X7 which will be specified later.

0*(0; + u* - V)u* — B* - VB* +VQ* =0, Q* := P* + 1|B*] in QF,

O +u*-V)or+0*V-u* =0 in Q7,

(0; + u* - V)B* = B* - Vu* — B*V - y* in Q7F,

V-B*=0 in Q7F,

O +u*-V)s* =0 in QF,

P* = P*(p*, %), g%: >0, 0" 2p,>0 in Q_i}, (1.7)
= v

[Ql=0V- ( \/ITTM) on Xr,

Bf-N=0 onXr,

oy =u*-N onXr,

u:=B5=0 on [0, T] x X%,

(u*, B*, 0%, s%)i=0 = (ugy, By, 05, 55) in Q*(0), Yl=o =0  onZ(0).

System (1.7), as a hyperbolic conservation law, admits a conserved L? energy

1 +. + + + _+ +| .+
Eo(t) := Z 3 f o*lu* P + [B*I* + 2P (0%, 5%) + 0*|s** dx + o Area(X(t))
" (1)

where B(o*, s¥) = f;;i % dz. See Section 3.1 for proof.

1.2 Reformulation in flattened domains
1.2.1 Flattening the fluid domains

We shall convert (1.7) into a PDE system defined in fixed domains Q* := T4 x {0 < +x; < H}. One way to
achieve this is to use the Lagrangian coordinates, but it would bring lots of unnecessary technical difficulties
when analyzing the surface tension. Here, we consider a family of diffeomorphisms ®(z,-) : Q* — Q*(7)
characterized by the moving interface. In particular, let

(1, x', xa) = (X', (1, xa)) , (1.8)

where

@(t, x) = xg + x(x)y(t, x') (1.9)

and y € CZX([—H, H]) is a smooth cut-off function satisfying the following bounds:

1
W lls@ € ——
O golle + 20

8
D P lee <€, x=1 on(-1,1) (1.10)
J=1
for some generic constant C > 0. We assume |/gl;~12) < 1. One can prove that there exists some To > 0

such that sup [¥(z, -)| =2y < 10 < H, the free interface is still a graph within the time interval [0, 7] and
[0,To]

1 1
ad(p(t? xlvxd) =1 +X/()Cd)¢/(t, -x,) =1- % x 10 = §> te [07 TO]»

which ensures that ®(¢) is a diffeomorphism in [0, T].



Based on this, we introduce the new variables
VE(L X) = ut (1, @, x)),  bE(t,x) = BEt, D@, X)),  pF(t,x) = 0" (1, D1, X)),
S*(t,x) = s5(t, (1, %)), ¢*(1,x) = Q*(t, (1, x)), p*(t,x) = P(t, O(t, x)) (L.11)
that represent the velocity fields, the magnetic fields, the densities, the entropy functions, the total pressure

functions and the fluid pressure functions defined in the fixed domains Q* respectively. Also, we introduce
the differential operators

7] 1
V= (0,09, 05 =00 2L04 a=1,1,-,d—1; 8 =0, (1.12)
Oayp Oap
Moreover, setting the tangential gradient operator and the tangential derivatives as
v:: (61,"‘ ’ad—l), 51' ::(91', i= 17 7d_ 1’
then the boundary conditions (1.4) on the free interface X(¢) are turned into
_ Yy
lgl =cHW) =0V -|————| on[0,T]xZ, (1.13)
V1+IVyR
Oy =v:-N, N= (=01, -0, 17T on[0,T]xZ, (1.14)
b* N=0 on[0,T]xZ, (1.15)
where T = T¢! x {x; = 0}.
Let D¥* := 0¥ + v* - V¥. Then system (1.7) is converted into
pEDFEVE — (b* - VOb* + Veq* =0, ¢* = p* + %lbﬂz in [0, T] x QF,
DY p* + p*V¥e vt =0 in [0, 7] x Q*,
Pt = p*(p*,S%), §= >0, p* >y >0 in [0, 7] x QF,
DYEb* — (b - V)V + bEVY - vE = 0 in [0, T] x QF,
Ve . bt =0 in [0, T] x Q*,
Yo+ _ . N
Dffs==0 in [0, 7] x Q% (1.16)
[[61]]=GV( = ) on [0,T]x %,
1+[Vy?
oy =v:-N on[0,T]xZX,
b*-N=0 on[0,T] x X,
vi=b;=0 on [0, T] x X%,
(v, b*, p%, %, W)leo = (v, b, pE, S £, o).
Invoking (1.12), we can alternatively write the material derivative DY as
+ + v 1 +
Df* = 8, +v* -V + —(* - N = 8,¢)du, (1.17)
Oap
_ d-1
where 7* := (vi,---,v; )T is the horizontal components of the fluid velocity, ¥ - V = 3 vfﬁj, and
=
N := (=01, - ,—04_1¢, 1)7 is the extension of the normal vector N into Q*. This formulation will be

helpful for us to define the linearized material derivative when using Picard iteration to construct the solution.

1.2.2 Parametrization of the equation of state

We assume the fluids in Q* and Q™ satisfy the same equation of state of polytropic gases. Specifically,
we parametrize the equation of state to be p = p(p/A%,S) where 1 > 0 is proportional to the sound speed
¢s 1= 4/0pp. For a polytropic gas, the equation of state is parametrized [69] in terms of A > 0:

pa(0,8) = 22 (p" exp(S/Cy)— 1), y>1, Cy>0. (1.18)



When viewing the density as a function of the pressure and the entropy, this indicates

oa(p/22,8) = ((1 + %)e*csfv)% . and log (pa(p/2%,$)) = v log ((1 + £)e*CST). (1.19)

Let F*(p*,5*) := logp*(p*,S*). Since jﬁj > 0and p* > 0 imply 2 = L%
equation in (1.16) is equivalent to

oF=
ap*

(P, SHD*p* + V¢ vt = 0. (1.20)

Also, we assume there exists a constant C > 0, such that the following inequality holds for 0 < k < 8:
OAF(p. S < C,  10,F (p.S)] < ClO,F (p. S < COF (p.S). (1.21)
Hence, we can view # = log p as a parametrized family {F.(p, S )} as well, where € = % Indeed, we have

e

——= =y"log ((1 + ezp)e"CST). (1.22)
op

Since we work on the case when the entropy and velocity are both bounded (later we will assume u,S €
H*(Q)), there exists A > 0 such that

OF ¢
dp

19
(p,S) = ;a—z(p,S) < A (1.23)

We slightly abuse the terminology and call A the sound speed and call & the Mach number. When 4 > 1 (¢ <
1), the constant A in (1.23) can be greater than 1 such that

OF ¢
Ale? < i(p,S) < A (1.24)
op
We sometimes write 7’; = "fj (p*,S*) = & for simplicity when discussing the incompressible limit.

1.2.3 Stability conditions for the zero-surface-tension limit

Finally, we need to add some extra stability conditions on the free interface when surface tension is neglected,
that is, when o~ = 0. We introduce the quantities

+12
ot
a* = p+(l +(C—i) ]

where ¢ = [b*|/ vp* represents the Alfvén speed (the speed of magneto-sonic waves), c* := +/dp*/dp*
represents the sound speed. The stability conditions are

d=3:0<a*|p* x[7]| <[6* x 57| on[0,T]XZ, (1.25)
b7l b7l

d=2: (—+—2|>|[w]|>0 on[0,T]xZ, (1.26)
a a

where we view the horizontal magnetic field b = (b,b,,0)T and the horizontal velocity v = (v,12,0)7 as
vectors lying on T? x {x3 = 0} c R? to define the exterior product. The “> 0” part in (1.25) and (1.26) is
necessary because we are considering the vortex sheets which automatically require the tangential discon-
tinuity of velocity is nonzero. Thus, the stability conditions require that the strength of the magnetic fields
cannot be too weak. Moreover, the condition for 3D case implies that b* and b~ are not collinear on X and the
condition for 2D case requires certain quantitative relation between the strength of magnetic fields and the
jump of tangential velocities. Note that the stability conditions are just initial constraints that can propagate
within a short time interval instead of imposed boundary conditions. We will explain in later sections why
such stability conditions are needed.



1.3 History and background
1.3.1 An overview of previous results

There have been a lot of studies about free-boundary problems in ideal MHD, of which the original models
in physics are mainly three types: plasma-vacuum interface model, current-vortex sheets and MHD con-
tact discontinuities. The plasma-vacuum problem is related to plasma confinement problems [31, Chap. 4]
in laboratory plasma physics, which describes the motion of one isolated perfectly conducting fluid in an
electro-magentic field confined in a vacuum region (in which there is another vacuum magnetic field satis-
fying the pre-Maxwell system). When the vacuum magnetic fields are neglected, the plasma-vacuum model
is reduced the free-boundary problem of one-phase MHD flows and we refer to [39, 53, 36, 35, 34, 41] for
local well-posedness (LWP) theory in incompressible ideal MHD. It should be noted that, when the surface
tension is neglected, the Rayleigh-Taylor sign condition —VyQlsy) > ¢o > 0 should be added as an initial
constraint for LWP which is the analogue of Euler equations [26, 38] and we refer to Hao-Luo [40] for the
proof. For the full plasma-vacuum model without surface tension in incompressible ideal MHD, we refer
to [32, 33, 76, 51]. As for the compressible case, in a series of works [72, 81, 82, 84], Secchi, Trakhinin
and Wang used Nash-Moser iteration to construct the solution due to the derivative loss in the linearized
problems. Very recently, Lindblad and the author [49] proved the LWP and a continuation criterion for the
one-phase free-boundary problem in compressible ideal MHD without surface tension, which gave the first
result about the energy estimates without loss of regularity.

In view of fluid mechanics, a vortex sheet is an interface between two “impermeable” fluids across which
there is a tangential discontinuity in fluid velocity. However, the study of one-phase free-boundary problem
does not tell us how to analyze the free interface between two fluids (e.g., shock fronts, contact disconti-
nuities), which in fact is quite different from the study of free-surface one-phase flow. For incompressible
inviscid fluids without surface tension, vortex sheets tend to be violently unstable, which exhibit the so-called
Kelvin-Helmholtz instability. There have been numerous mathematical studies in this direction, especially
for 2D irrotational flows, and we refer to [27, 88, 89] and references therein. On the other hand, surface ten-
sion is expected to “suppress” the Kelvin-Helmholtz instability. Ambrose-Masmoudi [6] rigorously justified
this for irrotational flows and Cheng-Coutand-Shkoller [19], Shatah-Zeng [73] proved this for incompressible
Euler equations with nonzero vorticity.

When the compressibility is taken into account, we shall consider not only the motion of the interface
of discontinuities but also its interaction with the wave propagation in the interior. Let j = o(u - N — )
be the mass transfer flux. In view of hyperbolic conservation laws, strong discontinuities can be classified
into shock waves (j # 0, [o]] # 0) and characteristic discontinuities. According to Lax [45], characteristic
discontinuities are called contact discontinuities, which are physically contact (j = 0). For compressible
Euler equations, contact discontinuities are further classified to be compressible vortex sheets ([u.] # 0)
and entropy waves ([u] = 6, [lell, [s1 # 0). The existence and the structural stability of multi-dimensional
shocks for compressible Euler equations was proved by Majda [56, 57] (see also Blokhin [10]) provided that
the uniform Kreiss-Lopatinskii condition [43] is satisfied. Indeed, shock fronts under the uniform Kreiss-
Lopatinskii condition are non-characteristic discontinuities, while compressible vortex sheets are character-
istic discontinuities and the uniform Kreiss-Lopatinskii condition is never satisfied. Thus, there is a potential
loss of normal derivatives for compressible vortex sheets, which makes the proof of existence and structural
stability more difficult. For 3D Euler equations, compressible vortex sheets are always violently unstable
[29, 63, 78] which exhibit an analogue of Kelvin-Helmholtz instability; whereas for 2D Euler equations,
Coulombel-Secchi [22, 23] proved the existence of “supersonic” vortex sheets when the Mach number for
the rectilinear background solution (+y, p) exceeds V2 and the violent instability when the Mach number

is lower than V2 by adapting Majda’s frequency analysis [56] to the linearized problem and Nash-Moser
iteration. See also Chen-Secchi-Wang [13] for the study of supersonic relativistic vortex sheets in (1+2)-
dimensional Minkowski space-time. Similarly as the incompressible case, surface tension again prevents
such violent instability and we refer to Stevens [74] for the proof of structural stability.

1.3.2 Strong discontinuities in ideal compressible MHD

Apart from surface tension, suitable magnetic fields or elasticity also have stabilization effect on the vortex
sheets. For example, one can see a series of work [14, 15, 16, 17] by Chen, Hu, Wang, et al., about the



compressible vortex sheets in elastodynamics. As for MHD, after excluding MHD shocks (j # 0, [o] # 0)
which are non-characteristic discontinuities, there are three different types of characteristic discontinuities:
current-vortex sheets (j = 0, B* - N|y, = 0), MHD contact discontinuities (j = 0, B* - Nly, # 0) and
Alfvén (rotational) discontinuities (j # 0, [o]] = 0). Current-vortex sheets and MHD contact discontinuities
are physically contact, while Alfvén discontinuities are not. The Rankine-Hugoniot conditions for current-
vortex sheets and MHD contact discontinuities (cf. [31, Chap. 4.5] and [83, Appendix A]) are

e (Current-vortex sheets/Tangential discontinuities) [Q] = cH, B*-N =0, d = u* - N on X(¢).
e (MHD contact discontinuities) [P] = cH, [ull =[Bl=0, B*-N #0, 9 = u*- N on X(¢).

MHD contact discontinuities usually arise from astrophysical plasmas [31], where the magnetic fields
typically originate in a rotating object, such as a star or a dynamo operating inside, and intersect the surface
of discontinuity. An example is the photosphere of the sun. In contrast, current-vortex sheets require the
magnetic fields to be tangential to the interface. An example in laboratory plasma physics is that the dis-
continuities confine a high-density plasma by a lower-density one, which is isolated thermally from an outer
rigid wall. In particular, when the plasma is liquid metal, the effect of surface tension cannot be neglected
[64]. In astrophysics, a generally accepted model for compressible current-vortex sheets is the heliopause [8]
(in some sense, the “boundary” of the solar system') that separates the interstellar plasma compressed at the
bow shock (outside the solar system) from the solar wind plasma compressed at the termination shock (inside
the solar system). Besides, the night-side magnetopause of the earth is also considered to be current-vortex
sheets. These facts demonstrate the existence of current-vortex sheets, so the corresponding mathematical
modelling becomes very important.

For MHD contact discontinuities, the transversality of magnetic fields could enhance the regularity of the
free interface and avoid the possible normal derivative loss in the interior. We refer to Morando-Trakhinin-
Trebeschi [66] for the 2D case under Rayleigh-Taylor sign condition N -V [Q]l [z > ¢ > 0, Trakhinin-Wang
[83] for the case with nonzero surface tension, and Wang-Xin [87] for both 2D and 3D cases without surface
tension or Rayleigh-Taylor sign condition. In other words, Wang-Xin [87] showed that transversal magnetic
fields across the interface could suppress the Rayleigh-Taylor instability.

As for current-vortex sheets, Kelvin-Helmholtz instability can also be suppressed, but, unlike the transver-
sal magnetic fields in MHD contact discontinuities, the tangential magnetic fields must satisfy certain con-
straints. For 3D incompressible ideal MHD, Syrovatskii [77] introduced a stability condition by using normal
mode analysis:

0" 1B" x [ul P + o7 1B~ X [ul I < (¢" + 0 )IB* X B, (1.27)

which corresponds to the transition to violent instability, that is, ill-posedness of the linearized problem.
Coulombel-Morando-Secchi-Trebeschi [21] proved the a priori estimate for the nonlinear problem under a
B* B* B~
= X [[u] — X ok

more restrictive condition
max | —=
V& V& V&

Sun-Wang-Zhang [75] proved local well-posedness of the nonlinear problem under the original Syrovatskii
condition (1.27) by adapting the framework of Shatah-Zeng [73]. Very recently, Liu-Xin [50] gave a com-
prehensive study for both o0 > 0 and o = 0 cases (see also Li-Li [47]).

For compressible current-vortex sheets without surface tension, Trakhinin [79] showed that the uniform
Kreiss-Lopatinskii condition [43] for the linearized problem is never satisfied, so only the neutral stability
can be expected for the linearized problem. However, the specific range for the neutral stability cannot be
explicitly calculated [79, Section 4.2]. Thus, it is still unknown if there is any necessary and sufficient con-
dition for the linear (neutral) stability. To avoid testing the Kreiss-Lopatinskii condition, Trakhinin [79] used
the method of “Friedrichs secondary symmetrizer” to raise a sufficient condition for the problem linearized
around a background planar current-vortex sheet (P, b, p*,8%) in flattened domains Q*, which reads

Y v
> T , 1.29
| sin 7| |sma+|} ( )

X [ull

(1.28)

+

[[P1] < | sin(a™ — a)lmin{

10On August 25, 2012, Voyager 1 flew beyond the heliopause and entered interstellar space. At the time, it was at a distance about
122 A.U. (around 18 billion kilometers) from the sun. On November 5, 2018, Voyager 2 also traversed the heliopause.



where v* := cy = 1b*|/ \/f)—i represents the Alfvén speed, ¢ := /dp*/dp* represents the sound

i
i+t /ey’

speed, and a* represents the oriented angle between [] and b*. Indeed, (1.29) is equivalently to

max {|B- R INE (1+ (i /e) b x oD 1p~ (1 + (c;/c;)z)} <|b* x b, (1.30)

which is exactly the same as (1.25). If we formally take the incompressible limit p* — 1 and ¢ — +oo, then
the above inequality exactly converges to (1.28) used in [21], and it is easy to see (1.28) implies (1.27).

Under (1.25), Chen-Wang [12] and Trakhinin [80] proved the well-posedness for the 3D problem without
surface tension by using Nash-Moser iteration. Using similar techniques as [80], Morando-Secchi-Trebeschi-
Yuan [65] proved the well-posedness for the 2D problem without surface tension under the stability condition
(1.26), which covers part of the “subsonic zone” for the neutral stability obtained by Wang-Yu [86]. That is
to say, non-collinear magnetic fields in 3D and sufficiently strong magnetic fields in 2D can also suppress the
analogue of Kelvin-Helmbholtz instability for compressible vortex sheets.

The abovementioned results only give the local existence of free-boundary ideal compressible MHD, but
many behaviors of the solutions are still unclear. For example, Ohno-Shirota [67] showed that the linearized
problem in a fixed domain with magnetic fields tangential to the boundary is ill-posed in standard Sobolev
spaces H'(I > 2), but the corresponding incompressible problem is well-posed in standard Sobolev spaces
[36, 75, 76, 50, 51]. The anisotropic Sobolev spaces defined in Section 1.4.1, first introduced by Chen
[18], have been adopted in previous works about ideal compressible MHD [90, 70, 71, 80, 12, 72, 81, 82].
The author [91] studied compressible inviscid-resistive MHD in standard Sobolev spaces, but the vanishing
resistivity limit is still unknown. In other words, there is no explanation for the mismatch of the function
spaces for local existence yet. Besides, it is also unclear about the comparison between the stabilization
mechanism brought by surface tension and the one brought by certain magnetic fields when the plasma is
compressible. These questions should be answered by rigorously justifying the incompressible limit and
the zero-surface-tension limit. In particular, the existing literature about the incompressible limit of free-
boundary problems in inviscid fluids is only avaliable for the one-phase problems [48, 52, 25, 91, 92, 55, 37].
The incompressible limits of free-boundary MHD and vortex sheet in inviscid fluids remain completely open.

1.3.3 Ouwur goal in this paper

In this paper, we give a comprehensive study for the local-in-time solution to current-vortex sheets in ideal
MHD and particularly give affirmative answers to the abovementioned questions. Specifically, we aim the
prove the following results:

e Well-posedness of current-vortex sheets with surface tension in both 2D and 3D, which corresponds to
the local well-posedness and energy estimates (without loss of regularity) of system (1.16).

e Incompressible and zero-surface tension limits of current-vortex sheets. The incompressible limit re-
sults from the estimates that are uniform in Mach number (which will be achieved together with local
existence) when the initial data is “well-prepared”. Taking the zero surface tension limit requires the
estimates to be uniform in o > 0 under the stability conditions (1.25) or (1.26) in 3D and 2D respec-
tively. It should be noted that these two limit processes are independent of each other, that is, our
energy estimates are uniform in both Mach number and o under (1.25) or (1.26).

To our knowledge, this is the first result about the incompressible limit of compressible vortex sheets and
free-boundary MHD and also the first result about compressible current-vortex sheets with surface tension.
The incompressible limit also ties our result to the suppression effect on Kelvin-Helmholtz instability brought
by either surface tension or suitable magnetic fields.

1.4 Main results

1.4.1 Anisotropic Sobolev spaces

Following the notations in [18, 85], we first define the anisotropic Sobolev space H!'(Q*) for m € N and
Q* = T x {0 < +x4 < H}. Let w = w(xg) = (H* — x3)x5 be a smooth function on [-H, H]. The choice



of w(xy) is not unique, as we just need w(x,) vanishes on £ U X* and is comparable to the distance function
near the interface and the boundaries. Then we define H”(Q*) for m € N* as follows

J=1

d-1
H"(QF) = {f e LX(QY) (Wdg)* o) -85 f € L2(QF), Ya with Z aj+2a7 + @ge < m},

equipped with the norm

B = @)™ 8 fll - (1.31)

d-1
'21 aj+2a4+ag 1 <m
j=

For any multi-index @ := (ag, a1, - ,@g, @g+1) € N2, we define
d-1

0y = 31 (wd )™ 3" -3, (a) = Z @)+ 204 + Qg1
Jj=0

and define the space-time anisotropic Sobolev norm || - ||,,.... . to be

WMz 3= D 100 ey = D, 1O A1 g (1.32)

(@)y<m ap<m

We also write the interior Sobolev norm to be || f|l5.+ := ||z, -)l|s@+) for any function f(z, x) on [0, T]xQ*
and denote the boundary Sobolev norm to be |f| := |f(%, -)|us(x) for any function f(f,x") on [0, T] X X.

From now on, we assume the dimension d = 3, that is, Q* = T?> x {0 < +x3 < H}, X* = T2 X {x3 = =H)
and T = T2 x {x3 = 0}. We will see the 2D case follows in the same manner as the 3D case up to slight
modifications in the vorticity analysis and the analysis of stability condition when o = 0.

1.4.2 Main result 1: Well-posedness and uniform estimates in Mach number

a7
0pt b

Invoking (1.20) and writing ¥ := system (1.16) is equivalent to

pEDTEVE — (b* - VOb* + Vég* = 0, ¢* = p* + 3b*F  in[0,T]x Q%
FEDT p* + V2 vE =0 in [0, T] x Q*,
pt=pE(p*,8%), Fr=logp*, Fi>0,p"2p >0 in[0,T]xQ*,
Df*b* — (b* - VoW* + b*V¢ - v = 0 in [0, T] x Q*,
V¢ bt =0 in [0, T] x QF,
Dis*=0 in [0,7]x Q, (1.33)
=0V [ 0,T] XX,
[[Q]] (e (W) on [ ]
oy =v:-N on [0,T] X X,
b*-N=0 on[0,T] XX,
vi=b;=0 on [0, T] x X%,
V5, 6%, 0%, 8%, Wli=0 = (v5, by, 5> S 5> Wo)-

Since the material derivatives are tangential to the boundary, that is, Df* = D_,i =9, + 7 -VonZand
>*, the compatibility conditions (1.6) for initial data up to m-th order (m € N) are now written as:

[0/a]l=0 = 00/ HIzy onZ, 0<j<m,
O lieo = /0 - N)lo onE, 0<j<m, (1.34)
a{v§|,:0 =0 onX*, 0<j<m.

Under (1.34), one can prove that 3{(bi - N)|=0 = 01is also satisfied on X and X* for 0 < j < m and we refer to
Trakhinin [80, Section 4] for details.
The first result shows the local well-posedness and the energy estimates of (1.33) for each fixed o > 0.
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Theorem 1.1 (Well-posedness and uniform estimates for fixed o > 0). Fix the constant o > 0. Let
Ut = (vE, b, pE,S5)T € HY(Q*) and ¢ € H?>(Z) be the initial data of (1.33) satisfying

e the compatibility conditions (1.34) up to 7-th order;
e the constraints V¥ - b = 0 in QF, b* - N|j=ojxzuz=) = 0 ;
e [[Voll| > 0onZ, [yolr~z) < 1, and E(0) < M for some constant M > 0.
Then there exists T, > 0 depending only on M and o, such that (1.33) admits a unique solution (v*(¢), b*(¢), p*(¥), S *(¢), ¥ (¢))

verifies the energy estimate

sup E(r) < C(c~H)P(E(0)) (1.35)
te[0,T]

and sup |Y(?)| < 10 < H, where P(- - -) is a generic polynomial in its arguments. The energy E() is defined
1€[0,T,]
to be

E(t) := E4(t) + Es(1) + E¢(t) + E7(1) + E(1),

4-1
(k+ag-1-3)4
E4+l(t) = Z Z Z (SZITUCI)f (Vi,bi,si, (7_-])1)402 7pt))

+ (a)=2 k=0 d—k—1.+ (1.36)
4+1

* Z | \/5821‘9?‘”;1% 0=l=<4,
k=0

2

where k, := max{k,0} for k € R and we denote 7* := (w(x3)d3)™d;°d]'35* to be a high-order tangential
derivative for the multi-index @ = (g, @1, @2, 0, a4) with length (for the anisotropic Sobolev spaces) (@) =
@ + a1 + @y +2 X 0 + ay. The quantity ¢ is the parameter defined in (1.22). Moreover, the H°(Z)-regularity
of i can be recovered in the sense that

+1

4
> loce?'atls,,, , < PCE@), Vi€ [0,T,]. (1.37)

=0 k=0

Remark 1.2 (Correction of E4(f)). The norm ||pi||3Li in E4(¢) defined by (1.36) should be replaced by
||(T;)% pill(z)’ Lt IIVpillgy , because we do not have L? estimates of p* without ﬂi—weight. We still write
[| pillii as above for simplicity of notations.

Remark 1.3 (Weights of Mach number of p*). In (1.36), the weight of Mach number of p is slightly different
from (v, b, S), but such difference only occurs when 7 ¢ are full time derivatives and k = 4 — [. In fact, due to
k<4 —1land ap < (@) = 2, we know (k + a9 — [ — 3), is always equal to zero unless @y = 2l and k = 4 — [
simultanously hold.

Remark 1.4 (Relations with anisotropic Sobolev space). The energy functional E(¢) above is considered as
a variant of || - ||3 . . norm at time ¢ > 0. For different multi-index @, we set suitable weights of Mach number
according to the number of tangential derivatives that appear in d¢, such that the energy estimates for the
modified norms are uniform in &.

Remark 1.5 (Nonlinear structural stability). System (1.33) is studied in a bounded domain T? x (—H, H).
Indeed, our proof also applies to the case of an unbounded domain, such as T?> x R, R? x R,, for non-
localised initial data Ug satisfying (U(i; -U* ) € Hff(Q) x H*3(Z) where U™ represents a given piecewise-
smooth background solution of planar current-vortex sheet (vi,v5,0, b1, b5,0,p*, )" in Q*. The result
corresponding to this initial data exactly justifies the existence and the local-in-time nonlinear structural
stability of the piecewise-smooth planar current-vortex sheet U*.

1.4.3 Main result 2: Incompressible and zero-surface-tension limits

Next we are concerned with the incompressible limit and the zero-surface-tension limit. For any fixed o > 0,
the energy estimates obtained in Theorem 1.1 are already uniform in €. Also, ||0;(v, b, S)||3+:l4.5 is uniformly
bounded in &. Thus, using compactness argument, we can prove the incompressible limit for current-vortex
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sheets with surface tension. Specifically, the motion of incompressible current-vortex sheets with surface
tension are characterised by the equations of (£7, w*, A7) with incompressible initial data (£ ‘T h+ )
and a transport equation of S*7:

RET(D, + w7 - VE)WE — (B2 . VEOHRET 1 VE'IIC =0 in[0,T] X Q,
V. owET =0 in[0,T] x Q,
(0; + wH7 - VEYIET = (B0 . VE )+ in[0,T] % Q,
VE . pET = in[0,7T]xQ,
(0 + wE7 - VEH)GET = in[0,7]xQ,
M) = oV - ( s ) on [0,T] X £ (1.38)

Viewerp ’ ’
0,7 = W . N7 on [0, T]XZ,
hET O NT = on[0,T] X Z,
wy=h;=0 on [0, T] x X%,
W57, h=7, G5 E)img = (Wi By, G577, €7,

where E7 (¢, x) = x3 + x(x3)&7 (¢, ") is the extension of £ in Q and N7 := (—515", —(_925”, 1)T. The quantity
II* := I1* + %|hi|2 represent the total pressure functions for the incompressible equations with I1* the fluid
pressure functions. The quantity R* satisfies the evolution equation (8, + w™ - VE")R*7 = ( with initial data
SRi’D— — T O 63:,0’
0 . p ( ’ 0 )

Denoting (=7, v5&7 pE&0 pEE0 §E£0) to be the solution of (1.33) indexed by o~ and &, we prove that
(Y&, vEE0 hEEST pEET §EET) converges to (£7, wET, hHT, RET, S57) as £ — 0 provided the convergence
of initial datum.

:tSO' biSO'

Theorem 1.2 (Incompressible limit for fixed o > 0). Fix o > 0. Let (a,b
the initial data of (1.33) for each fixed (&, o) € R* x R*, satisfying

a. The sequence of initial data (1" 0, 57,8 55) € HS(Z) x HY Q%) x H3(Q*) x H¥(Q*) x
H3(Q*) satisfies the compat1b1l1ty cond1t1ons (1.34) up to 7-th order, and |1// T~ < 1.

b. W7, 3” bi &7 S“") — (&7, w, " hi NS o 7)in H> 5(E)><H4(Q+)><H4(Q+)><H4(Q+) ase, o — 0.

c. The incompressible initial data satlsﬁes | I[Wo]] | > 0 on X, the constraints V4 - hg‘f = 01in Q*, h*7 .
N j=oxs = 0.

Then it holds that

,p(:)tSO' Sigﬂ')be

é(r b+6(r

(wb‘,o', vt,s,o" bi,s,o', Si,s,o') — (é\;o" Wi’g—, hi,o" 61,0’), (139)

weakly-* in L¥([0, T ]; H>*(Z)x(H*(Q*))?) and strongly in C([0, T ]; H; 2~ (2)X(H,"2(Q*))?) after possibly
passing to a subsequence, where T, is the time obtained in Theorem 1.1.

Remark 1.6 (The “compatibility conditions” for the incompressible problem). For the incompressible prob-
lem, there is no need to require the so-called “compatibility conditions” for the initial data, for example [19].
The convergence of compressible data automatically implies the fulfillment of time-differentiated kinematic
boundary conditions and the time-differentiated slip conditions at + = 0. The time-differentiated jump con-
ditions can also be easily fulfilled by adjusting the boundary values of I, as the pressure function IT is NOT
uniquely determined by the other variables for the incompressible problem.

When taking the limit c — 0, we shall impose suitable stability conditions on X to ensure the well-
posedness of “o = 0”-problem. Assume there exists a constant ¢y € (0, %) such that

do < a* |b* x [7]] < (1 - 60)Ib* x 57| on[0,T] XX, (1.40)

. i\
at = 4lp* 1+(c—i) (1.41)

where



and ¢ := |b*|/ yp* represents the Alfvén speed (the speed of magnetosonic wave), ¢; := +/0p*/dp* repre-
sents the sound speed. It should be noted that (1.40) is not an imposed boundary condition for the “o = 0”-
problem. Instead, it is just a constraint for initial data which can propagate within a short time. In other
words, we only need to assume

260 < (a*li=0) |l_7§ X [[170]]| < (1 -260)lb§ X byl on X. (1.42)
Under the stability condition, we can establish the uniform-in-(g, o) energy estimates.

Theorem 1.3 (Uniform-in-(g, o) estimates). Under the hypothesis of Theorem 1.1, if the stability condition
(1.40) holds, then there exists a time 7 > 0 only depending on M, such that

sup E(f) < P(E(0)), (1.43)
0<t<T
where E(t) is defined by
4+
E() = ZE4+z(t) Eq(t) = Eaa(t) + Z SR (1.44)

Denote (Y7, vEe7, b0 p=&0 §£80) to be the solution of (1.33) indexed by o and &. Under the
stability conditions, we prove that (y®7,v5&7 heT p=e0 g7 converges to (&0, w0, hH0, R0, S+0) ag
&,0 — 0 provided the convergence of initial datum. Here (£°, w0, 7*0, R0 &*0) represents the solution to
incompressible current-vortex sheets system (1.38) with initial data (fg , wi’o, hi’o, Si’o) when o = 0.

p+£0’ S+80') be

EU' +.,8,00
by 0

Corollary 1.4 (Incompressible and zero-surface-tension limits). Let (7
the initial data of (1.33) for each fixed (g, o) € R* x R*, satisfying

a. The sequence of initial data (y§ 7, vy™®7, b7, S557) € H*3(Z) x HY(Q*) X HY(Q*) x H3(Q*) satisfies
the hypothesis of Theorem 1.1.

b. (W57, v, by, 8 557) = (€0, w0, &50) in H3S(Z) x HY(QF) x HH(Q*) x HY(Q*) as e, — 0.

c. The incompressible initial data satisfies | [[wg]] | > 0 on X, the constraints V% - hgi = 0in Q*, K0=.

NOI{,:OJX(ZUzi) = (0, the stability condition

26 < ,/9{3’0

where 6y > 0 is the same constant as in (1.40).

Then it holds that

R0 |[w8]” < (1= 260" x 7" on %, (1.45)

(1/18,0" vi,s,o', bi,s,o" Si—,a,a') N (égO, Wr,o’ hi,o’ 61,0)’ (146)

weakly-* in L*([0, T]; H*>(Z) x (H*(Q%))) and strongly in C([0, T]; H*>7°(Z) x (H*-°(Q*))?) after possibly

loc loc
passing to a subsequence. Here T > 0 is the time obtained in Theorem 1.3.

Remark 1.7 (Stability conditions in 2D). When taking the zero-surface-tension limit, the stability condition
for compressible current-vortex sheets in 2D is

b+
(| +| b 1|)>(1+(50)|[[v1]]|>0 on [0, T] X Z, (1.47)
a a

which is again propagated by the initial constraint

AN
at a

The corresponding stability condition for the incompressible data is

> (1+260)| Vi1l >0 onZ,. (1.48)
t=0

iy IhO, |

o

> (1 +260) [[wm]” > 0. (1.49)
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1.4.4 Main result 3: Dropping redundant assumptions on initial data for the incompressible limit

The uniform-in-¢ estimates obtained in Theorem 1.1 and Theorem 1.3 require V¥ - vy = O(¢?) and 8*v|,—g =
O(1) for k < 4. Such assumption is much stronger than the widely used definition of “well-prepared” initial
data (cf. [58, Chap. 2.4] and [62, 69]), that is, V¥ - vy = O(g) and 9,v];=9 = O(1). When [[p]] = O(¢) on the
interface X, we can still prove the incompressible limit under the assumption V¥ - vy = O(g), 9,v|;=0 = O(1)
without any boundedness assumptions on higher-order time derivatives. However, the energy functional
should also be modified. We define

E(1) 1= €4(1) + Es(0) + E¢(t) + E7(f) + Eg() (1.50)
(1) = C4(t) + Es(f) + Eg(t) + E7(£) + Es(2) (1.51)

where €,(¢) is defined as the following

—3)+ 2
£ot (v*,bi,("fp*)(k 2 pi)

4—k,+

4
& =y o= b5 o, + o= b5 eptl, + )
T =2

(1.52)
4
+|Nauls + [Nodwl, + Y | Voedtul,,
k=2
and
Cult) = C4(0) + W + Bwbs + |02u]s s + [ediu]:  + |edtul . (1.53)

Theorem 1.5 (Improved uniform estimates). Assume the fluids in Q* are isentropic and the initial density
functions satisfy | [oo]| |15 < Coe on X for some Cyy > 0. Under the hypothesis of Theorem 1.1, the assumption
€(0) < M’ for some constant M’ > 0, there exists 7/, > 0 depending only on M’ and o' such that the solution
(vE(1), bE(2), p* (1), Y(1)) to system (1.33) verifies the uniform-in-£ energy estimate

sup C(r) < C(o~HP(€(0)). (1.54)
1€[0.T5]

Furthermore, under the stability condition (1.40) and @(O) < M’, there exists T’ > 0 depending only on M’
such that such that the solution (v*(¢), b*(¢), p*(¢), ¥(¢)) to system (1.33) verifies the uniform-in-(g, o) energy
estimate _ _

sup C(r) < P(€(0)). (1.55)

1€[0,7"]

Remark 1.8. Since d,v|,9 = O(1) still remains bounded, the above uniform estimates directly give the
same stronge convergence results as in Theorem 1.2 and Corollary 1.4 with the help of the Aubin-Lions
compactness lemma. We do not repeat the statement of convergence theorems here. The result is also true
for 2D case under the stability condition (1.47).

Remark 1.9 (The smallness assumption on the density jump). The assumption | [oo] 1.5 < Coe on X implies
that | [o(H)] I1.s < Cig on [0, T'] X X for some C; > 0. To achieve the assumption, one may have to assume the
fluids are isentropic and that is why the entropy S is deleted in € and €. Indeed, taking the incompressible
limit yields [R]] = 0 on X for the incompressible density functions R*. If the fluids are non-isentropic, then
R* are not constants and only satisfy (9, + w* - V)R* = 0 on X. Since the vortex sheet problems require
[w] # 0 on X, it is not possible to have R*(r) = R~(¢) on X even if it holds at ¢t = 0.

List of Notations: In the rest of this paper, we sometimes write 7 to represent a tangential derivative 7
in Q* with order (@) = k when we do not need to specify what the derivative 7* contains. We also list all the
notations used in this manuscript.

e OF =T ' x{0<+x;<H),Z:=T"%{x;=0}and =* := T " x {x; = £H},d = 2, 3.
o || [ls+: We denote [|flls.« := llf(t, )lmse) for any function f(z, x) on [0, T'] X Q*.
o |-|;: Wedenote |f|s := |f(2, -)|ms(x) for any function f(z, x") on [0, T'] X X.
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Il - llms: For any function f(z,x)on [0,T] x Q, |Ifllz.. = X 102/, ')”(2),1 denotes the m-th order
a)<m

space-time anisotropic Sobolev norm of f. “

P(---): A generic polynomial with positive coefficients in its arguments;

[T, flg := T(fg) — fT(g), and [T, f,g] := T(fg) — T(f)g — fT(g), where T denotes a differential

operator and f, g are arbitrary functions.

e 0:0=0, - ,04- denotes the spatial tangential derivative.

o« ALB Ais equal to B plus some lower-order terms that are easily controlled.

Acknowledgement. The author would like to thank Prof. Zhouping Xin and Prof. Chenyun Luo for helpful
discussions when he visited The Chinese University of Hong Kong during May 2023. The author would also
like to thank Prof. Paolo Secchi for sharing his idea about the trace theorem for anisotropic Sobolev spaces.

2 Strategy of the proof

Before going to the detailed proof, we would like to briefly introduce the strategies to tackle this complicated
problem. We will decompose the problem into the following parts:

1. Uniform-in-¢ estimates for one-phase compressible ideal MHD in a fixed domain with boundary.

2. Generalization to the free-boundary setting by using Alinhac good unknowns.

3. Analysis of three crucial terms that contributes to the boundary regularity, shows a cancellation struc-
ture to reach the incompressible limit and exhibits the crucial difficulty caused by the tangential velocity
jump in vortex sheets respectively.

4. The stability conditions ensure the estimates to be uniform in .

5. Design an appropriate approximate system to prove the local well-posedness without using Nash-
Moser or tangential smoothing.

Moreover, we will make comparison between the compressible problem and the incompressible problem,
bewteen the Lagrangian coordinates and the “flattened coordinates”, among the vortex sheet problem, the
one-phase problem and the MHD contact discontinuity.

2.1 Uniform estimates for one-phase MHD flows in a fixed domain

First, let us temporarily forget about the free-boundary setting and recall how to derive uniform estimates
in Mach number for the one-phase problem of (1.1) in the fixed domain Q = T? x (—H, H) with the slip
conditions u3 = B3 = 0 on dQ in the preparatory work [85] by Wang and the author.

2.1.1 Div-Curl analysis: a hidden structure of Lorentz force

The entropy is easy to control thanks to D;s = 0, so it suffices to analyze the relations between (1, B) and
Q=P+ %|B|2. Using div-curl decomposition, we shall prove the H>-estimates for the divergence part and
the curl part in order to control |lu, B|ls. The divergence part is reduced to the tangential derivatives ||, D,P||3.
To control the curl part, we take VX in the momentum equation and invoke the evolution equation of B to get

d

T f 0l (V x w)> +18*(V x B)? dx = — f &V x (B(V - u)) - 83(V x B)dx + controllable terms, (2.1)
Q Q

where we find that there is a normal derivative loss in the term 8V x (B(V - u)). Indeed, invoking V - u =

=¥ ,D,P, commuting V with D, and inserting the momentum equation —VP = pD,u + B X (V X B), we find a

hidden structure of the Lorentz force B X (V X B) that eliminates the normal derivative in the curl operator:

FpB X (&*VD,P) = ~FpoB X (83Dt2u) - FpB X (B X 8’D,(V x B)) + lower order terms,

in which the second term contributes to an energy term —%% fQ?'pIB x (0°V x B)>dx plus controllable

remainder terms. Thus, the vorticity analysis for compressible ideal MHD motivates us to trade one normal
derivative (in curl) for two tangential derivatives together with square weights of Mach number, namely
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£2D?. Furthermore, it can be seen that the anisotropic Sobolev spaces defined in Section 1.4.1 should be
the appropriate function spaces to study compressible ideal MHD with magnetic fields tangential to the
boundary. This structure was first observed by the author and Wang in the recent preparatory work [85] and
gives a definitive explanation on the “mismatch” of fucntion spaces for the well-posedness of incompressible
MHD (H™) and compressible MHD (H?™): the “anisotropic part”, namely the part containing more than m
derivatives, must have weight &> or higher power which converges to zero when taking the incompressible
limit. The 2D case is also similarly treated and we refer to Section 6.3 for details.

2.1.2 Reduction of pressure: motivation to design the energy functional

We still need to reduce the normal derivative falling on Q (or P = Q — %|B|2). To do this, we just need to use
—VQ = oD,u — (B - V)B and the fact that D, and B - V are both tangential. Repeatedly, all normal derivatives
are reduced to tangential derivatives, and the tangential estimates are expected to be parallel to the proof of
L? energy conservation.

A remaining task is to determine the weights of Mach number assigned on u, B, P when we invoke the
momentum equation to reduce VP. One thing we already know from the momentum equation is that V(P +
11B*) ~ (B - V)B — D,u, which suggests that 8V P should share the same weights of Mach number as ¢+ .
Apart from this, we recall that the I? energy conservation shows that u, B, \/EP, s € L2(Q), which suggest
that 8 (u, B, s) should share the same weights of Mach number as %P when doing tangential estimates.

Thus, we can conclude our reduction scheme as follows

a. Using div-curl analysis to reduce any normal derivatives on u, B. In this process, we have (V - u, V -
B) _e_ngP and (V X u,V X B) — &> %u, where 7 can be any one of the tangential derivatives
6t, 61 N 02, (1)()(3)63.

b. Using the momentum equation to reduce VP to 7 (u, B) and V(%IBIZ) (this term should be further
reduced via div-curl analysis).

c. Tangential estimates: When estimating E4.;(¢) (defined in (1.36)), 77 (u, B) is controlled together with
\/ET“/P in the estimates of full tangential derivatives, i.e., when (y) = 4 + .

Based on the above three properties, we design the energy functional E(f) in (1.36) and we expect to
establish uniform-in- estimates for this energy functional.

2.2 Analysis in the free-interface setting: Alinhac good unknowns

For the current-vortex sheets problem, one has to take into account of the free-interface motion. The regularity
of free interface is unknown a priori, o-dependent and determined by the solutions. We only focus on the
uniform a priori estimates of (1.33) in the following 3 subsections and postpone the solvability of the current-
vortex sheets problem to Section 2.4.

2.2.1 The choice of div-curl inequality: different from fixed-domain problems

Compared with the fixed-domain problem, we may not apply the same div-curl inequality which is not appro-
priate for us to derive the uniform estimates for either E(r) or E(¢), because the kinematic boundary condition
v+ N =i, introduces one more time derivative. One may alternatively use the following one:

Vs 2 1, IXIE < CAyls (Vo) (XI5 + 197 - X1, + 199 X XIE, + [[0°XIE2) (2.2)

Remark 2.1. One may notice that the boundary energy terms in E(#) also depends on o, which fails when
taking vanishing surface tension limit. Indeed, for 0 < k < 3+1, 0 </ < 4, one can prove 20Xy € H*>*'7k(Z)
without o-weight under the stability conditions (1.40) or (1.47). See Section 2.3.5 for explanations.

2.2.2 Tangential estimates: Alinhac good unknowns

The div-curl analysis converts all normal derivatives falling on v, b to tangential derivatives. According to the
reduction scheme, we need to control [T T2 (v, b, \[F,p, S| where T = (w(x3)d3)™8;°8}' 85> and
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a, B3, k, [ satisfy the following relations
(@)y=2l, By=4—-1-k, 0<k<4-1,0<1<4 and By, =0. (2.3)

In fact, the 27 *-part comes from the vorticity analysis for E4,; and the 72*-part comes from the interior
tangential derivatives in div-curl inequality (2.2).
When commuting 77 with V¥, the commutator [77, 8?’] £ contains the term (83¢) ' 778;0d3f whose

L*(Q)-norm is controlled by |7 VWAO. However, the regularity of i obtained in 7 ”-estimate is | Vo7~ vabk),
which is o-dependent. Even if we assume the stability conditions hold when taking the zero-surface-tension
limit, Remark 2.1 shows that we still have a 1/2-order derivative loss. To overcome this difficulty, we intro-
duce the Alinhac good unknown method which reveals that the “essential” leading order term in 77 (V¥ f)
is not simply V¥(77 f), but the covariant derivative of the “Alinhac good unknown” F. Namely, the Alinhac
good unknown for a function f with respect to 77 is defined by F¥ := 77 f — 7“7906“3” f and satisfies

TIVf = VI + €/(f), T'Dff = DYF + (), (2.4)

where IICEQ/( Pllo and [|DY(f)]lp can be directly controlled. Therefore, we can reformulate the 77 -differentiated
current-vortex sheets system (1.33) in terms of V»* B?* P?* Q»* S”* (the Alinhac good unknowns of
vE, bE, p*,¢*, S* in QF) with boundary conditions

QN =0cT"H -[d3q] T"¢ on[0,T]xZ, (2.5)
V¥ N =0T + 7 - VT — W" on[0,T] X3, (2.6)
b* N=0on[0,T]xZ, 2.7
where the boundary term “W"* is
WP = (03vF - NYT "y + [T, Ni,vil (2.8)

which will be an important role when proving the uniform-in-g estimates.

Because of (2.4), the reformulated system of Alinhac good unknowns shares the same structure as the
original MHD system (1.33). We expect to obtain the L*(Q) estimates of these good unknowns in a similar
manner as L? energy conservation and then it is easy to obtain the 7”-estimates by using the definition
of Alinhac good unknowns. This fact was first observed by Alinhac [5] in the study of rarefaction waves
and was applied (implicitly) to the study of free-surface fluids by Christodoulou-Lindblad [20]. See also
Masmoudi-Roussét [59] for an explicit formulation that has been widely adopted by related works.

2.3 Crucial terms for boundary regularity, vortex sheets and incompressible limit

Dropping the superscript y for convenience and applying L? estimates to the good unknowns, we get the
following equality which includes four major terms

dl1 + w12 +2 + p=2 + +
zﬁ:d—tszp IVEP + B[ + FEP*2dV, = ST+ RT + VS+Zi:(Z +ZB*) 4 - 2.9)

where dV, := 03¢ dx. These four major terms are

ST := & f T (ocH)O, T "W dx', RT:= - f (03] T 7T dp dx’, (2.10)
z X
VS =& f Trq (7] - VYT "y dx’, (2.11)
z
ZB* = & f Q*WHdx', Zz*:=-&" | Q*C(vH)dvV, (2.12)
z Q*

17



2.3.1 Surface tension gives boundary regularity

On the interface X, the weight function w(x3) = 0, so it remains to consider 77 = 6f+”"54‘1"‘+(“1+“2> =
af“’oa“”-(km). For simplicity of notations, we replace k + @ by k. It is easy to see that

216?54”_](6(/42
- O 4.

ST := & f BT (o H)I T Ty dy = _%% f le /
: RV

gives the /oe?-weighted boundary regularity in E(f). The term RT is supposed to give us boundary regular-
ity |821(9f¢/|3 L1 Without o-weight provided the Rayleigh-Taylor sign condition [d3g] > co > 0. However, in
the presence of surface tension, we cannot impose the Rayleigh-Taylor sign condition. Thus, we have to use
the o-weighted boundary energy, contributed by surface tension, to control RT.

(2.13)

2.3.2 A crucial term for vortex sheets

Let us consider the term VS that exhibits an essential difficulty in the study of vortex sheets.
VS =&Y f o, g (7] - V)oK "y dx. (2.14)
p)

The difficulty is that we only have a jump condition for [¢] but no conditions for ¢* individually. Thus,
when 0 < k < 3 + [, we integrate §'/? by parts and control g* by using Lemma B.4

21 ok 93.5+1-k — 20 r= 7\ ak ad+1-k 21 ak ad+1-k —1/2 21 qk3+1-k —-1l/25 21 ak
VS < [0}0% g ol (7] - V)3E 6™ ul o < 1167050 g 1|y 21160467 037 1lg 2 Pale™ 0 s 5 1ok

This indicates us to seek for the control of |2 d*|ss.« for 0 < k < 3 + [, which is exactly given by the
surface tension. Indeed, the jump condition H (%) = o' [¢] and the ellipticity of the mean curvature operator
indicates that we can control |e23*ls 5,1t by |07 e*6" [¢] 13.5+1-« plus lower-order terms. Thus, surface
tension significantly enhances the regularity of the free interface such that VS is directly controlled.

Remark 2.2 (Comparison with one-phase problems and MHD contact discontinuities). The above es-
timate of VS term is not uniform in o as the elliptic estimate is completely contributed by surface tension.
This corresponds to the fact that one cannot take the vanishing surface tension limit of vortex sheets for Euler
equations as they are usually violently unstable (except the 2D supersonic case [22, 23]). In the absence
of surface tension, the term VS loses control even if the Rayleigh-Taylor sign condition holds because the
Rayleigh-Taylor sign condition only gives the energy of |e23*y4,;_; which is 1.5-order lower than the de-
sired regularity. For one-phase problems, the term VS does not appear because everything in Q~ is assumed
to be vanishing, so the Rayleigh-Taylor sign condition is usually enough to guarantee the well-posedness
[81, 49]. For MHD contact discontinuities, the jump condition [v] = 0 also eliminates the term VS and the
transversality of magnetic fields automatically give the bound for |0%|4_ (cf. Wang-Xin [87]). However, the
term VS must appear in the vortex sheet problems due to | [V]]| > O on . Thus, the appearance of the term
VS shows an essential difference from one-phase flow problems and MHD contact discontinuities.

Remark 2.3 (Treatment of full time derivatives). It should be noted that when the tangential derivatives
are the full time derivatives £*}*!, the above analysis is no longer valid as we cannot integrate by part
(9,]/ 2. Instead, one has to replace one 9, by D"~ and repeatedly use the Gauss-Green formula, the symmetric
structure, the continuity equation. In fact, this is the most difficult step in the proof of uniform estimates and
we refer to step 2 in Section 3.4.3 for those rather technical computations.

2.3.3 A crucial cancellation structure for incompressible limit

So far, we still have an interior term and a boundary term to control:

ZF+ZB = - | QG0N dV, F f Q*W*dx'. (2.15)
Q* z
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The problem is that we only obtain the regularity for ,/#Q* in tangential estimates, but the first term

contains Q* without e-weights. When 777 contains at least one spatial derivative (yy < (y)), one can invoke
the momentum equation to replace 7;q (i = 1,2,4) by tangential derivatives of v,b. There is no loss of
&-weight in this process, as only the full time derivatives of g* require one more e-weight. However, there
may be a loss of e-weight in this term when 77 only contains time derivatives, e.g., in £23**!-estimates for
0 <1< 4. To getrid of this, there is a cancellation structure that is observed by comparing the concrete forms
of W= and €;(v¥) (see (3.9))

ZB* =5 &" f O gE 00 NvELdX + -+,
b
7t =—g" fg gt [0?”,N,~,63vii] dx+---
Using Gauss-Green formula and integrating by parts in d,, it is easy to see that the leading-order part is

d
zB* + 7+ & g‘”d—t f 307 g* 32vE - 9N dx
@& (2.16)

- | 8.0 ¢*0,07 v - 9Ny dx — & f M g= 0,0 v - 9:0,N) dx + - - -
Q* QO

where the first term can be controlled by using Young’s inequality after integrating in time # and the other
two terms can be directly controlled uniformlly in & because the full time derivatives of g no longer appear.
There are also several other terms involving the full time derivatives of ¢*, but they can be directly controlled
via delicate calculation and we refer to the author’s previous work (jointly with C. Luo) [55, Section 4.6.2]
for details. Hence, the problematic terms in (2.15) are controlled uniformly in &.

2.3.4 Notes on calculations in anisotropic Sobolev space

There is also an important technical difficulty in ideal compressible MHD: we use anisotropic Sobolev spaces,
and the normal derivative d3 should be considered as a second-order derivative. Such difficulty is mainly
presented in the following two ways: the control of commutators € and D is more subtle in the analysis of
Es(t) (purely tangential regularity), and the standard Sobolev trace lemma is no longer useful. The latter issue
can be resolved by using Lemma B.3 and Lemma B.4, and now we focus on the former one.

For €;(v;) and €(g) in 7 7-estimates for (y) = 8, the problematic terms have the form

TY(N; /)T 7Y 0sf, f=worq, i=123, (y)=1.

Such terms are part of the commutator [77,N;/d3¢, 03 f]. Since 095 is considered as a 2nd-order derivative
when analyzing Eg(f), 777" 93 f cannot be directly controlled by Eg(r). However, for f = g or v - N, one can
invoke the momentum equation and the continuity equation to convert this d; to a tangential derivative. The
control of the commutator D(f) is much easier, as the only problematic term is 7~ Y(v-N-= 0 0) (T~ 7"’6? )
with (y") = 1. Thanks to 77 (v - N = 8,¢)|s=o, we can still view 77 (v - N — 9,¢)d% as a tangential derivative.
We refer to Section 3.3.2 for detailed reduction procedures.

Remark 2.4 (Comparison with the Lagrangian setting). In the author’s previous paper [49] about the one-
phase MHD without surface tension under the setting of Lagrangian coordinates, the “modified Alinhac good
unknowns” were introduced to avoid the derivative loss in these commutators, that is, lots of modification
terms were added to F such that the corresponding €(f) is L?-controllable. Those modification terms are
necessary when using Lagrangian coordinates but are redundant in the setting of this paper when the free
interface is a graph. The precise reason is that, in the Lagrangian setting, the boundary regularity we obtain
from tangential estimates has the form |5’77 =N |% where 7 represents the flow map of v, which is not enough
to control the top-order derivatives of the co-factor matrix A := [0n]~! and the Eulerian normal vector N =
0n X 0n. In contrast, the setting in this paper allows us to explicitly express the Eulerian normal vector, the
surface tension, the boundary energy in terms of Vi, and we can also explicitly write the normal derivative
of the “non-characteristic variables” (q,v - N) in terms of tangential derivatives of the other quantities.
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2.3.5 Zero-surface-tension limit under the stability conditions

Now, it remains to discuss the zero-surface-tension limit under the stability condition (1.40) or (1.47) and we
take the 3D case for an example. Roughly speaking, the condition (1.40), namely

B xB71 2 6y and a* |7 x [71] < (1= 6)lb* x5 on [0.T1x %, a* = \p* (1 + (ci/ez))

brings the following two benefits that Euler equations do not enjoy:

a. Enhance the regularity of the free surface to H s+3 (2) in &*-estimates (possibly with suitable e-weights).
This gives 1/2-order higher regularity of  than the Rayleigh-Taylor sign condition does.
b. Completely eliminates the problematic term VS for vortex sheets problem.

The enhanced regularity in (a) is easy to prove, as the “non-collinearity” allows us to resolve Vi in terms
of b* without any derivative. The benefit (b) is rather important. When taking the vanishing surface tension
limit, the enhanced regularity obtained in (a) is still not enough to control the term VS. Thus, we would like
to completely eliminate the contribution of [V] in the term VS by inserting a suitable term involving the
magnetic fields, that is, we want to insert a term u*b* into VS to get

VS’ = fzfryq— ([7-wb]- V) 77w dx (2.17)

and find suitable functions u* such that [[17 - yl_)]l = 0 on X. Under the stability condition (1.40), the functions
p* uniquely exist: g* = (b* x b7);'(b* x [7])3. To construct the term VS’ from MHD equations (1.33), we
shall replace the variable v* in the momentum equation by v*—u*b*. However, this operation makes the MHD
system not symmetric and consequently the energy estimates cannot be closed. To overcome this difficulty,
we introduce the “Friedrichs secondary symmetrization” [30], which was first applied to compressible idea
MHD by Trakhinin [79], to re-symmetrize the MHD system.
The final step is to determine the range for u* such that the energy estimates for the secondary-symmetrized

MHD system can be closed. Using the Alinhac good unknowns, the energy for V, B, P becomes

1d

o P IVER + B + F P = 2u*p*V* - B* = 2u*p*F ;P*(b* - V*)dV,, (2.18)
Qt

where F,° = 1/ (0*(ct)?). Thus, we must guarantee the above quadratic form of (V,B,P) to be positive-

definite, which is equivalent to guarantee the hyperbolicity. This requires x* to satisfy (u*)?p*(1+(c%/c¥)?) <

1, which gives the range of u* that exactly coincides with the stability condition (1.40).

Remark 2.5 (Stabilization effects on 2D subsonic vortex sheets). In the 2D case, the non-collinearity property
no longer holds because the interface is 1D. The functions u* still exist but are not unique. For a rectilinear

"2
piecewise-smooth background solution (v, 0, b, 0, p*,S*)7, condition (1.47) implies that |1_/|2 < c? Cz(j:cz <
L 2+

c2, that is, the background solution must be a subsonic flow, whereas the linear stability only holds for
supersonic flow, that is, [v|/c; > \5, for 2D vortex sheets of compressible Euler equations. Thus, sufficiently
strong magnetic fields have stabilization effects on 2D subsonic vortex sheets. However, this range is only a
subset of the subsonic zone for the linear neutral stability obtained in Wang-Yu [86]. It still remains open to
justify the nonlinear stability in the whole domain for the linear stability obtained in Wang-Yu [86].

2.4 A robust method to solve the compressible vortex sheets problem

As pointed out in a series of the author’s previous works [54, 91, 92, 35, 55], the local existence for inviscid
fluids is not a direct consequence of the a priori estimates without loss of regularity. There is a loss of
one tangential spatial derivative in ¢ arising from the analogues of ST and RT terms when doing the Picard
iteration. Besides, due to the presence of surface tension and compressibility, one has to control the full
time derivatives of v, b, p, S which only belong to L*(Q*) and their boundary regularity is unknown due to
the failure of trace lemma. The delicate cancellation structures for the original nonlinear problem (1.33) no
longer exist for the linearized problem. Therefore, we shall enhance the regularity of  in both tangential
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spatial variables x’ and the time variable . Our method is to introduce a nonlinear approximate problem
(3.1), indexed by x > 0, for (1.33) by adding two regularization terms to the jump condition. Namely, the
“regularized” jump condition for g is

[q] = oH — k(1 — Ay — k(1 = Aoy, (2.19)

where A := 5% + 5% is the tangential Laplacian operator on X.

These two regularization terms help us to get vk-weighted enhanced regularity for both  and ¢, which
is enough for us to compensate the loss of derivatives in the Picard iteration process. So, we can solve the
nonlinear approximate problem for each fixed « > 0. As for the uniform-in-« estimates for the nonlinear
approximate problem, the appearance of these two regularization terms will not introduce any uncontrollable
terms with the help of some delicate technical modifications. In particular, the term VS remains the same as
(2.14), and the elliptic estimate for [¢] in Section 2.3.2 is still vaild and uniform in « for the approximate
problem. Hence, the local existence of (1.33) is proven after passing the limit k — 0.

There are mainly two methods to prove the existence in previous related works

1. Nash-Moser iteration. Although there may be some derivative loss for the linearized problem, the
order of regularity loss is a fixed number, so one can use Nash-Moser iteration to prove the local
existence of smooth solution or solution in Sobolev spaces with a loss of regularity from initial data to
solution (cf. [23, 80, 72, 13, 81, 82, 84]).

2. Tangential smoothing. This method has been widely used in the study of free-surface inviscid fluids in
Lagrangian coordinate [19, 36, 54,91, 92, 35]. In the paper [55], Luo and the author first introduced the
tangential smoothing scheme for Euler equations in the “flattened coordinate”. However, the constraint
b - Nlz = 0 no longer propagates from the initial data after doing tangential smoothing on N.

Remark 2.6. We choose the “flattened coordinate” because of the reasons mentioned in Remark 2.4. It
should be noted that the design of the linearized problem and the Picard iteration process in the “flattened
coordinate” is much more difficult than in the Lagrangian coordinate because one has to “define” the free
surface in each step of the iteration, whereas the free surface is not explicitly computed and the flow map 7 is
completely determined by the velocity in Lagrangian coordinates.

Compared with these two methods that have been widely used in previous works, none of the above
difficulties appear in our new approximation scheme. The estimates obtained in our paper have no loss of
regularity and are uniform in Mach number, and are also uniform in the surface tension coefficient under
suitable stability conditions. Hence, we believe that the approximation scheme is a robust method to
prove the local existence (and the incompressible limit) for a large class of free-boundary problems
in inviscid fluids, especially the vortex sheets problem with surface tension. Furthermore, taking zero-
surface-tension limit seems to be an alternative way, other than Nash-Moser iteration, to prove the local
existence of compressible vortex sheets problems under certain stability conditions.

2.5 Dropping redundant assumptions on the prepared initial data

As stated in Section 1.4.4, when ¢ is suitably small, the incompressible limit can be established under the
assumption V¥-vy = O(¢), 0,v|;=0 = O(1) without any redundant restrictions on higher-order time derivatives.
This is not difficult under the fixed-domain setting by adding £*~D+ to 9*-differentiated variables (cf. [85]),
but for the free-boundary problems, we need to use the energy defined in (1.50)-(1.53) and new essential
difficulties caused by the free-interface motion will appear. Let us consider 3°d,-estimate (without s-weight)
that arises in €4(¢). Following (2.9), we analyze F fgi Q*¢;(v)dYV, and ¥ fgi ViCi(g*) dV;, in which €;(f)

contains the term (93¢)~! (620,04 f )(50,«90). Thus, we have to control integrals in the following form

(6%00,v*)(ON)(90,q") dx,
Q*
in which the simultaneous appearance of 8200,y and 8209,q causes a loss of e-weight. The appearance of
such loss of e-weight is actually necessary when 7 7v (yy < (y)) is assigned with a different e-weight from
that of 77 p, because the normal vector N may not necessarily absorb a time derivative when 77 contains both
0 and ;. Also, this difficulty is completely caused by the free-interface motion because the commutators
C(f) do not appear in the study of fixed-domain problem.
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2.5.1 Improved estimates for double limits: paralinearization of the free-interface motion

According to the setting of €4 and @4 in (1.52)-(1.53), we only need to re-consider the estimates of ||v||3 and
||bsll3. To avoid interior tangential estimates, we apply the div-curl inequality (B.2) to v;, b, and reduce the
control of ||v||3 and ||b;|3 to their normal traces |v; - N|» 5 and |b; - N|5. In view of the boundary conditions,
we must seek for other ways to control |3*i]s 5 for 0 < k < 2 and they must be o-indepedent when taking
the double limits &, — 0. Consider the time-differentiated kinematic boundary condition, which together
with the momentum equation gives

Py = =N - Vq* + (bEb* — p* 5 75)0,00 + - -

l

Motivated by Shatah-Zeng [73], we try to separate the boundary values of g* from the interior contribution
of ¢*. Specifically, ¢* satisfies a two-phase wave equation (we write ¥ = &£ for convenience)

(DY g — Nogt = gZ(D‘tPi)Z(%|bi|2) + (afvf)(ﬁ‘;vii) - (a‘lf’b]it)(@fbii), 83t = 0, [q]ls = oHW).
and we introduce the decomposition ¢g* = q;—; + g% with
~-A?q; =0in QF, gy =g onX, d3g; =0onX*,
-Nqy;, = —(D])(q" - %|b*|2) + (BVOVE) = @TD)D)), gy =0onE, d3g;;=0onZ*

Under this setting, we can write —N - V¥g* = iilt;(qilz) — N - Vg, where ‘Jti represents the Dirichlet-to-
Neumann (DtN) operators with respect to Q* and i (defined in Section 7.2). The traces of ¢* on X can be
resolved by inverting the DtN operators, which then gives us the following evolution equation

_ o _ - = e - = e \T=—=
(0" + )00 = 5 (W + 0 (HW)) + (5787 — p* o0} + by by = pv;77) 0id s
~N-V¢q" =N -V¢q, +--- (2.20)

Using the paralinearization in Alazard-Burq-Zuily [2, 3] and Alazard-Métivier [4], the principal symbol of the
major term (*Jt; + *JZL;) (H()) is negative and of the third order. Besides, the stability condition (1.40) ensures
the ellipticity of the second term on the right side. The contribution of g, in this equation is completely
reduced to the source term of the wave equation of ¢, thanks to ¢,|s = 0. Thus, we can simultaneously
obtain the estimates of |45, | Vols and ;|3 5 by taking a suitable 3.5-th order paradifferential operator in
(2.20) and we refer to Section 7.3 for details.

For the control of |i/,l»s, it suffices to take d, in (2.20) and take a suitable 2.5-th order paradifferential
operator. However, the omitted source term in (2.20), after taking d;, contains (9t —9t,)(9) + *JEL;)‘I (el &)
whose H>>(Z) norm is bounded by el |1,5|6,31p|1,5. In general, we have a loss of e-weight, as the energy €(¢)
only gives 32y = O(s™"). So, if we additionally require | [p] |;.5 = O(g), which is mathematically reasonable
according to Remark 1.9, this extra e-weight could compensate the loss of e-weight arising in this term.
Hence, under the extra assumption |[[p]|l15 = O(g), we can control the accelaration of the free interface
uniformly in & without assuming the boundedness of high-order time derivatives of v.

2.5.2 Comparison with the Syrovatskii condition for incompressible MHD

The stability condition used in this paper is

a*|b* x [7]] < 6" x b7| on X, where a* := \Jp=(1 + (c%/c2)?).

Taking the formal incompressible limit p* — 1, we get [h* x [W] | < |i* x k™| on . The original Syrovatskif
stability condition (cf. Syrovatskii [77] or Landau-Lifshitz-Pitaevskii [44, §71]) for p* = 1 is

B WP+ x[wlP? <2k xh > onZ,

which is less restrictive than the above formal incompressible limit of (1.40). We recall that, in the analysis of
equation (2.20), the compressibility introduces an extra term 2(D?)?p in the source term of g,,, so we have to
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prove the interior L? estimates of full time derivatives. Since we use the Friedrichs secondary symmetrization
to prove the double limits and Q*, Q™ are disconnected domains, it is reasonable to have restrictions for
solutions in Q* and Q™ respectively. Besides, the extra term £2(D¥)? p presents a loss of derivative in standard
Sobolev spaces and again indicates that one should trade a normal derivative for 2 tangential derivatives
together with the square weight of Mach number.

The difference between the two stability conditions is related to the singular nature of incompressible
limit: The pressure function for compressible fluids is a variable of a symmetric hyperbolic system satisfying
a wave equation (so the interior estimates seem to be necessary) and is uniquely determined together with the
fluid density, while the pressure function for incompressible fluids is not uniquely determined by the other
variables without a Dirichlet-type boundary condition (because the equation of state no longer holds).

Remark 2.7. One can further see such difference from the derivation of these stability conditions. The orginal
Syrovatskii condition is obtained via the normal mode analysis only for the displacement of the interface
which can be explicitly calculated [44, §71]. However, for the compressible case, one has to take into
account of all variables in the interior together with the interface motion. It is also impossible to explicitly
derive a sufficient and necessary condition for the (linear) neutral stability [28, 79]. In spite of this, Fejer [28]
pointed out that the condition for neutral stability is more restrictive than the incompressible counterpart for
some special cases even if the compressiblility has very slightly effect on the fluid motion. Similar situation
also occurs in the case of 2D. That is, the formal incompressible limit of (1.47) is more restrictive than the
stability condition (cf. [7]) for 2D incompressible counterpart.

2.5.3 Comparison with one-phase problems

Finally, we briefly discuss the differences between one-phase problems and vortex sheet problems, which
are mainly reflected in the study of incompressible limit. Without loss of generality, we assume everything
in Q~ is vanishing for one-phase problems and thus the term VS is vanishing. When o = 0, the Rayleigh-
Taylor sign condition d3¢g™ > ¢y > 0 is necessary for the local existence, so the analysis of ST, RT and
Z + ZB is parallel to the study of vortex sheet problems. Our framework is then applicable to one-phase
problems. A slight difference is that, we may have to start adding e-weight to §?q instead of d,q in order to
control the evolution of the Rayleigh-Taylor sign. We also note that, very recently, Gu-Wang [37] proved the
incompressible limit for free-surface Euler equations with heat conduction under the Rayleigh-Taylor sign
condition, in which L2-type bound for d,q can be established because the heat conduction contributes to a
parabolic part in the system.

When considering the incompressible limit without boundedness assumptions on higher-order time deriva-
tives, the way to add e-weights is quite different. The reason is that the bad term (ili;j —*Jtl;)(‘ﬁlz +9?l;)‘1 (Ip] 8*v)
on the right side of (2.20) already contains two time derivative. Without the assumption [p]] = O(¢) on
%, which actually requires the fluids to be isentropic and the density functions converge to the same con-
stant, there exhibits a loss of e-weight in the control of ¥, in general. That is to say, under the assumption
V#0 -vy = O(e), the accelaration of the free interface may be still not uniformly bounded in & for compressible
vortex sheets.

The above problematic term is produced when we invert the DtN operators to resolve the traces g*|s.
For incompressible (current-)vortex sheets, p* are constants and fza,w dx’ = fzf'),zz,b dx’ = 0, so one can
directly apply (‘ﬁi)’1 to (1/p*)9;(g*|z) as in [50, 47] and thus [[p]] 8%y no longer appears. For the one-phase
problem, the trace of ¢* is already equal to the surface tension, so we do not need to take the inverse of
the DtN operators. Such loss of e-weight never appears in the fixed-domain problems [1, 85], one-phase
problems [92, 55] or the incompressible (current-)vortex sheets [75, 50, 47].
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3 Uniform estimates of the nonlinear approximate system

Now we introduce the approximate system of (1.33) indexed by « > 0.

pEDIEVE — (b* - VO)b* + V9 =0, ¢* = p*+ 1b**  in[0,T]x Q*,
FpDEp* + V91 =0 in [0, 7] x Q*,
p*=p*(p*,8%), F*=logp*, F;>0,p"2p,>0 in[0,T]xQ",
DY b* — (b* - V¥)V: + bEVE v =0 in [0, T] x Q*,
V¢ bt =0 in [0, 7] x Q*,
D‘tpiSi =0 - in [O, T] X Qi, (31)
4] =a€-( A2 )—K(l — N2y — k(1 = Aoy on [0, 7] X X,
1+[Vy?
oy =v:-N on[0,T] XX,
bt-N=0 on[0,7T] XX,
vi=b;=0 on [0, T] X X%,
(viy biﬁpi»Si, lp)lt:O = (vg,ta bgyi7pg‘i7 Sg!is WS)

Note that this system is not over-determined: the continuity equation, the evolution equation of b* and the
kinematic boundary condition stay unchanged, so one can still prove V¥ - b* = 0, b* - NIy = 0 and b5|z= = 0
propagates from the initial data.

The energy functional associated with system (3.1) is defined by

E“(t) := E}(t) + E5(t) + Eg(t) + E5(1) + Eg(1)
(k+ag—1-3)+ 2
2

IWORS Z Z i (SZITQBf (Vt,bi,si’(ﬁi)ipi))

T (@)=21 k=0 dk—lx (3.2)
4+

!
e N R+ [ R o o
k=0

where 0 < [ < 4 and we denote 7 := (w(x3)d3)*3;°d]' 93 to be a tangential derivative for the multi-index
a = (g, a1, 2,0, aq) with length (@) = @p + @1 + a2 + 2 X 0 + 4. The quantity (k + g — —3); = 1 only
when ¢ = 2/ and k = 4 — [ and it is equal to O otherwise.

We aim to establish the a priori estimates of system (3.1) that is uniform in x > 0, which allows us
taking the limit x — 0, to construct the local-in-time solution to the original system (1.33) for fixed o > 0.
Spefically, we want to prove the following proposition

Proposition 3.1. There exists some 7, > 0 independent of «, & such that

sup E“(r) < C(oHP(EX(0)). (3.3)

0<t<T,

Remark 3.1. The initial data of the approximate system (3.1) is not the same as the initial data of the
original system (1.33) because of the different compatibility conditions. The compatibility conditions (up to
7-th order) for system (3.1) are
[074] .-y = 0! (eH = k(1 = 2’y — k(1 = D)d)|_, onZ, 0<j<7,
g = 80 - N)o onXE, 0<j<7, (3.4)
6{v3i|t:0 =0 onX*, 0<j<T7.
In Appendix D, we construct the initial data of (3.1) satisfying the compatibility conditions (3.4) that is

uniformly bounded in « and converges to a given initial data of (1.33) satisfying the compatibility conditions
(1.34) up to 7-th order.
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3.1 L? energy conservation

Proposition 3.2. The approximate system (3.1) admits the following conserved quantity: Let
1 +. + + + + +1 ot
E§(t) == Z Ef PEVEE + 16 + 2P (0%, S %) + p*IS [ dV,
1 tv2 AN 12 ’ ' _ 2 ’
+ 5| 1+ VYR + k(1 = Ayl dx’ + K|[(OW|” dx" dr.
) 0 Jx

Then $EX(r) = 0 with in the lifespan of the solution to (3.1). Here (3) := V1 - A, that is, (9)f(¢) =

V1T + €2 in T2 and dV, := 93¢ dx.

Proof. The proof of L? estimate is straightforward. Taking L?(Q*)-inner product of v and the first equation
in (3.1) and using Reynolds transport formula (A.3), we get

d 1 +. .+ + + + +
Z$§f+p‘|v‘|2dq/t = ZL(p—D;" vE) - vEdY,
+ - + ~

1
= f [ql 0w dx + ' f PEVE VAV, = | (B VO bRV, + f SRV v ) dV,
s — Jo: o Q2

(3.5)

(3.6)

where the integral on £* vanishes thanks to the slip conditions. Let P(p*, S*) = f[,zf @ dz. Then the first

integral above together with D‘fi * =0 gives

+ + * + + d + +
f P AVi= - | (:;)ZD;” prdvi= - fg B V.

The boundary term gives v/o-weighted and +k-weighted regularity of ¢ and ;. One has

’ d1 tva A ’ o ’
j;[[ﬂ]@abdx = —azfza'\jl+|V¢|2+K|(1—A)l!/|2dx —LKI(BM,lde.

Then we insert the evolution equation of b* in the third term in (3.6) to get the energy of b*.

— | @*-voE b, = - f Dbt bV, - | IRV vt dV,
Q* O O

dl1 1
=——— | pPdV, + -f [b* (V¢ - v*) dV, —f Ib* (V¢ - v¥) dV,,
dr2 Jo- 2 Jos o

where the last two terms exactly cancels with the last term in (3.6). Finally, D¥*S* = 0 and the Reynolds
transport theorem shows that %% fgi PS> dV, = 0. Therefore, we conclude that system (3.1) admits the
following conserved quantity

l +..+ + + + + +
Ej(®) :=Z§f PV + D + 2% (%, S %) + p*IS* [ dV,
+ Q=

(3.7)
1 — — ! —
+ = f o A1 +IVyP + k(1 - Ay dx’ + f f KOV [* dx’ dr,
2 s 0 Jx
which can also be inherited to the original current-vortex sheet system (1.33) after taking x — 0,.. O

3.2 Reformulations in Alinhac good unknowns

Let 77 := (w(x3)83)"0;°d]' &} be a tangential derivative with (y) = yo + 1 + 72 + ys. We define the Alinhac
good unknown of a given function f with respect to 77 by F¥ := 77f - T 7<p8f f. The good unknown F
satisfies

TV = VIR + €(f), T'Dff =D{F" +D(f), (3.8)
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where the commutators (SZ( f) and DY(f) are defined by

Q(f) = @0 T o+ | T, i, oy f

1
+ a3f [TV’ Ni9 P
3¢

, 1 ,
. el
+ Nl(93f [T s (33¢)2]TY 6390

. %[ﬂ@]f N 7006, i=1,2.3, (3.9)
3

(03 )2

and

DV(f) = (DY HT Vo + [T, 9] 0f + |T7

+ |77, v-N—- (9,g0, }63f

’

1 /
+ —[7'7, v]-No3f = (v-N = 06,9)d3 f [7'7_7 ; T7 03¢

1
(039)? ]

0sf [77,03]¢ (3.10)

+—(v N-90,pT7,031f + v-N-— 6"’0)(6 o)

with (y’) = 1. Here N := (—5190, —52¢, 1)7 is the extension of normal vector N in Q*. The third term on the
right side of (3.9) is zero when i = 3 because N3 = 1 is a constant.

Therefore, we can reformulate the 7 7-differentiated current-vortex sheets system (3.1) in terms of V?"*,
B, PV*, §”* (the Alinhac good unknowns of v*, b*, p*, §* in QF) as follows

PEDTEVYE — (b . VB + V4Q¥ = R - €(¢) in[0,T] x QF, (3.11)
FpDI PV £ V2. VV* = RIF - @ (vf) in[0,T]x QF, (3.12)

DBV — (b* - VH)V* + b*(V¢ - VI*) = R7* — b*C(v}) in[0,T] x QF, (3.13)
V¢.b* =0 in[0,T]xQ*, (3.14)

DY S = D(S*) in[0,T] x QF, (3.15)

with boundary conditions

[Q"] = T "H — k771 = Ny — kT7(1 = Aoy — [03g] T"¢ on [0, T] X (3.16)
VN = 8,7 + v - VT ' — W"* on [0, T] x (3.17)
b*-N =0 on[0,T]x (3.18)
b =vi=Bi=Vi=0 on[0,T]x z*, (3.19)

where R,,R,, R), terms consist of the following commutators
RY*E = [T7,b*] - V¢b* — [T, p* 1DV — p* DY (v*) (3.20)
Ry == [T, F 1D p* = F D (p*) (3.21)
RyE = [T7,b%]- Vv — DV (b*), (3.22)

and the boundary term W?* is

WYE = (93vF - N)T ¢ + [T7, Ni, vi], (3.23)

Note that w(x3) = 0 on £ U X%, so all boundary conditions are vanishing when y4 > 0. Thus, 77 can be
written as dF 09 *+D-¢+20) on 3. We can replace k + ag by k (0 < k < 4 + [) in the boundary energy terms.
In the rest of Section 3, we aim to prove the following tangential estimates

Proposition 3.3 (Tangential estimates for the approximate system). For fixed [ € {0,1,2,3,4} and any 6 €
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(0, 1), the following uniform-in-(x, €) energy inequalities hold:

”( S2gh-k-lga Cf);c(vi, b*.S* pi))
+ (a)=21 0<k<d—I
k+ag<4+l

2
|0,¢

3+l

!
+ Z | Vo oy |§—k—l +| Vke¥aty |2+k—1 * fo | Vke® ;"' y (T)|§+k—l dr
k=0

341 i I . i
2 — K K — K
S OES (0 + ) o)., + P(o- LY EL j(O)] + P[Z EL, j(t)] f P(o‘ LY EL j(‘r)] dr
k=0 =0 =0 0 =0
(3.24)
and

4-1
Z Z “(‘gzlajprl(vi’bj:’si, (¢p)%l7 )>

+ k=0

i I ’ i
=0

'2

N7, + |V a ol + [ |VRe o o] e
0

+
41+

Jj=0 Jj=0

Here the first inequality represents the case when there are at least one spatial tangential derivatives and the

. . . N 2
second inequality represents the case of full time derivatives. Moreover, the term |a2’8ﬁ‘w(0)|5 541 on the
right side does not appear when « = 0.

3.3 Tangential estimates: full spatial derivatives

We first study the case when all tangential derivatives are spatial derivatives 8, and 05, namely yp = y4 =0
in 77 := (w(x3)03)79)°8]' 87’ . In view of the definition of E(r) and the div-curl decomposition, we need to
prove the L? estimates for the £29**!_differentiated system (0 < I < 4). We now consider the case [ = 0, that
is, the 9*-estimate for the approximate system (3.1) and aim to prove the following estimate

Proposition 3.4. Fix [ € {0, 1,2, 3, 4}. For the tangential derivative 77 = 54”, (Yo+ys =0, y1+y> = 4+1), the
g 9**!_differentiated approximate system admits the following uniform-in-(«, £) estimate: For any 0 < 6 < 1

2 _ 2 _ 2 ! _ 2
&2 (V)’.t’B%i,S)’,t’ ﬁpy’i)(f)”OJr"/552154“'#(0'1 +'W52184”l//(t)'2 +f ‘Wezza“laﬂ//(‘r)] dar
0

! t
« 2 o
< SES, (0 + |e¥wol, ., + Zfo P(o™\ Ef, (m)dr, 0<I<4.
=0

(3.26)

3.3.1 The case [ = 0: #*-estimates

As stated in Section 2.2, we introduce the Alinhac good unknowns for 77 = §* and drop the script y for
simplicity of notations

VE = ghE — 54908?1)*, B := 0*b* — 5490(9‘§bi, Pt = §'p* — 54506‘§pi, Q* =" - 54906‘§qi.
Note that we have

3
Q*=P*+b -B* + Z cdb* - kb
k=1

—.RY-E
=R

for some constants ¢, € N*.
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Step 1: Interior energy structure.

We test the equation (3.11) by V* in QF and integrate by parts to get one boundary term and several interior

terms

1d fos s
= | prVERAY, = f pEDFEVE . VE QY
241 Jo- o

= - VHB* - V=AYV, - f VE.V9QF AV, + f V* (RS - C(gH)dV,
O + +

. (3.27)

=—f Bi-(bi-v¢)Vid(v,+f bi-Bi(v¢-Vi)d(v,+f PE(V¥ - V) dV,
+ Qi Qt

ifQi(Vi~N)dx’+Rf+f R (V¢ -V dV,.
b o

Invoking the equation (3.13) for the evolution of B in the first integral above, the energy of B* is produced.
- f B* - (b* - V¥)V* AV,

=- f B*- DfiBi dv, - (B* - b*)(V? - VHAYV, + f
O

BE.REdV, - f (B - 55)5,0F) dV,
o o

Qi
1d I
. |Bi|2dq/,——f (v¢-vi)|Bi|2dq/,+f B* - REdV, (3.28)

2 dt 0+ 2 Q= Q*

R

- f (B* - b*) (V¥ - VAV, - f (B* - bH)E,(v) dV,,
+ O

where the first term in the last line is cancelled with the second integral in (3.27), and the analysis of the
second term in the last line will be postponed.
. . 1 . .
The third term in (3.27) produces the energy of (¥,7)2P* with the help of equation (3.12).

f PE(V# - VE) dV,
Qi

ld + + 1 t o+ + + + + D+ + +
=- 55[: TP’ AV, -3 fgi(Df T+ FEVE vHIPH d(V,+Li P*R; dfvt—j(; P*C;(vf) dV,.

R3
(3.29)
The last term in (3.27) can be controlled by inserting again the continuity equation and integrating D™

by parts. We have

fg RV VAV, = - fg FEREDEPE AV, + f CRRE AV, - fg CREGO) A,

d .
-2 Qi( i) (\P) d(V,+fgi(,/77;Df—R;)( 7P d(V,+fQi7€j7€jd(V, (3.30)
- | rEonav,
Qi

where the first term on the right side is controlled under time integral by

2 ¢
0 H FrPH0)|| + PEL0) + f P(E4(m)dr, Y0O<5 <1
0 0

and the second term, the third term on the right side can be both controlled by P(E4(¢)) via direct computation
because R, only contains 3-rd order tangential derivative of b.
The entropy is directly bounded by testing the transport equation of S* with S* itself

d1 -
o3 fg PSPV, = fg PR ST AV, < 8% ollo" Nl B (331)
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The remainder terms are controlled by direct computation. For the commutator €, D, we have [|€(f*)|lp.+ <

C(DNf*lo.+ and 1D o+ S CUlas 1001 DIf 0.+ when T7 = Py by straightforward computation. Note
that the initial data is well-prepared in the sense that d,v|,—9 = O(1) with respect to Mach number, so there is
no loss of e-weight in R, term. We have

R} + Ry + Ry < P(E}(1)). (3.32)

Step 2: The boundary regularity contributed by surface tension.

We denote Z* := — [[.(P* + b* - B* + RE)C,(v)dV, = — [, Q*C;(v})dV, to be the remaining interior
terms presented above which should be controlled together with some boundary terms involving ‘W*. Now
we analyze the boundary integral in (3.27). The sum of two boundary integrals can be written as

f Q" (V* - N)dx' — f Q (V- N)dv

z z

- (@ - Fuosg 03 + 57 T - W ax
z

- [@0 -Fuosg 10+ @Dy~ War
z
= f 7 [q] 30w dx’ + f 7 [q] 6 - V) w dx’ + f 3¢ (I71 - V)3*y dy’ (3-33)
z z z

- f[[(93q]] 88,8y dx’ — f(93q+541//(17+ V)t dx + f(93q_54¢(\7_ V)&t dx’
> b b

—fQ’“W” dx’+fQ“W‘ dx’
z p
=:ST+ ST'+ VS+ RT+ RT"+ RT" +ZB" +ZB".

We will see that the term ST gives the /o-weighted boundary regularity (contributed by surface tension) and
the +/k-weighted boundary regularity (contributed by the two regularization terms) which help us control the
terms ST’, VS, RT, RT*. The terms ZB* will be controlled together with Z* by using Gauss-Green formula.
Do note that the slip conditions imply V5 = B = dy = 0 on Z*, which eliminates all integrals on Z*.

Inserting the jump condition [[¢] = oH — k(1 — A2y — k(1 — Ay, into the term ST, we get

o v _ ey = o
ST=0 f 7V Ao dx’ - f k(1 = A& yd* o,y dx’ — f k(1 = A)d* 08" 0 dx’
z

V1 +Vyp > >
(3.34)

:Ufzgﬁ \/%W 7o dx’ —“f [Ve@Fuf av - f Ve @ ax.

Integrating by parts in the mean curvature term and using

5(ulw) walv%aw’ INI= N1 +[Vyl,

we get
f IV — 640,Lﬁdx’
1+|Vlﬁl2

4 ) .V_4 _ .
=—0 f Ivy SN AY + o f MV(&-@,V@“wdx’ (3.35)
z NI s N

5 L
_”fz ([a ’ |N|]aw ¥

'] N|3](Vk¢ Vi) — WW VVloviy | - 8,V,0*'y dx’

=: STF
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which is further equal to

f 0*Vyl? Vg8V v
2 dr
VI+IVel 1+ |V¢f|2

i) fa’(|zv|)|54w| ‘a’(W)|W‘V_‘94W‘2 A+ STy

=: STX

(3.36)

The control of STIf , ST§ is straightforward which has been analyzed in the author’s previous paper [55,
(4.77)-(4.78)], so we only record the result here

STR + STX < P(IVyl1=) Vi1

x/Eé“WL) | «/Ea,é“w‘o < P(EX(1).

Using Cauchy’s inequality

2 Yy - al? 2
Vaer:, 1L __IVv-al > al o (3.37)
1+ Vgl \/ 1+ [Vy|? \/ 1+ [Vy[?
we obtain the +/o-weighted boundary regularity
t V_64 2 _ 0 t o
f STdT+% f '—‘”'3dx'+ f | Vk@)3ty| dx + f f | V&@* @ dr
0 z e z 0 z
1+ (3.38)

13 !
< f STF + STRdx’ < f P(E4(1))dr.
0

So far, we already obtain the boundary regularity Voy € H3(Z), vky € H(Z) and vky, € L2H>,([0, T1XZ).
Using this, we can easily control ST’ term in (3.33). Invoking again the boundary condition for [¢]], we get

ST = f cHE -V dx —« f (1 - A" (7 - V)d*y dx’ —« f (1 = Ay, - V)d*ydx'. (3.39)
z z z

Integrating by parts 1 — A in the second term and (8) = V1 — A in the third term above, we can easily use the
Vk-weighted energy to control the last two terms.

-k f (1 =A% (7" - V)d*y dx’

> (3.40)

=—x f ((1 = D)) " V)1 - D)F*y dx’ -« f ((1=B)d*) 1= A5 - VId*ydx,
z p

where the first term is controlled by [V || V(1 — Z)E‘W/Ié after integrating v* - V by parts and using the

symmetry, and the second term is directly controlled by [7*|y2.| Vk(1 — Z)54¢|0| \/E54:,b|2. Similarly, we have
forany ¢ € (0, 1)

-k f f (1 = Ay, - V)d*y dx' dr = —« f f (0", (NG - V)d*yY) dx’ dr
0 z

[ e

Picking ¢ > 0 to be sufficiently small, the -term can be absorbed by E’(z). The first term in ST” is controlled

in the same way if we integrating V- by parts. Here we only list the result and refer the details to [55,
(4.87)-(4.89)]

(3.41)
< 0| VK @3,

«/7<54¢/E dx’ dr < SEL(n) + f P(E}(T))dr.
0

\/EV_64lﬁ|(2) < P(EX(r). (3.42)

f; FHE - D)3 dx’ < PATiblgr)|7 e
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Next we control the terms RT and RT* in (3.33). Note that we do not have the Rayleight-Taylor sign
condition [d3¢] |z = co > 0, so we have to use the v/o-weighted energy to control these terms, we have

RT < |83l Wlalila < o~ P(ES(1)). (3.43)
Similarly, integrating v* - V by parts in RT* and using symmetry, the terms RT* can be directly controlled
RT* < [7%03qlw1= 5 < o' P(EA(D)). (3.44)

Step 3: The crucial term for vortex sheets problem.

Now we study the term VS in (3.33) which appears to be the most problematic term for the vortex sheets
problem. Note that we do not have any boundary condition for ¢* individually. Thus, we may alternatively
integrate 3'/? by parts and use (B.5) to control VS.

VS = f Fq (7] - DT Y X < 139712 _10:8°q 11712 V5* 0, 2 < PEESO)IWs 5, (3.45)
z

where we have used the Kato-Ponce inequality (cf. Lemma B.6) for s = 1/2, p;y =2, pp =0, g1 = q» =4
and Sobolev embedding H 172(T2) «— L*(T?). Now we need to control l/|s.s via the jump condition of [¢].
Without the k-regularization terms, we may use the ellipticity of the mean curvature operator to control |¢/|s s
by o !|[¢]l 13.5. Now, we can still prove analogous result for the x-regularized jump condition.

Lemma 3.5 (Elliptic estimate for the free interface). For any s > 0.5 and « > 0, we have the uniform-in-«
estimate

Wlir1s < Wolsers + o (PAVYIL)Vilwrol0Wls-0s + 1 [g] ls-05) -

Moreover, when « = 0, [J|s4+1.5 is not needed
loWlsers < PAVYIL)IVYlwsloddls-os + 1 [g] 1s-os. (3.46)

Proof. We take (8)**°3 in the jump condition to get

_<5>S+0.5 ﬂ:q]] — _0_<5>S+0.5€ . V'/’ + K(l _ Z)Z <5>S+0.5w + K(l _ K)<5>S+0.5 wt-

V1 +IVyP
Testing this equation with (9)**3y in L2(Z), we get

_ f;<5>s+0.5 I[q]] <5>x+0.5w dx’ < |<5>s—0.5 [[q]] |0|<5>s+1.5w|0.

For the right side, we can mimic the treatment of ST term to obtain the boundary regularity. The two regu-
larization terms can be directly controlled

f k(1 =AY@Yy (9)* Py d’ = f k(1= D)D)y (1 = BB Sy dv’ = | Vi,
z z ’

— AVANSHO5 sy s+0.5 ) @) i 2
fz = B@%, @ war 2 Lkl .

The term involving surface tension is controlled as follows

. f (@057 . Vv @Sy dy = o f (@05 vy (@Y O5Ty dy
1+ Yy x 1+ Vg

KDY+ Vyl  [Vy - <a>*+°5vu/|2

F L+ VP 1+ |ng|2

305, L@, 215-0.5
" sz([@ ’ |N|] ()Vigh + [(3) |N|3} (Vi - Vi) —

IN INP
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Using Kato-Ponce commutator estimate (cf. (B.8) in Lemma B.6), the commutators in the last line of the
above identity are controlled by P(|Vy/|.~)|Vi/|y1«|0¥]s—05. Using again Cauchy’s inequality (3.37), we con-
clude the elliptic estimate by

T s+ KW s + K |¢|Y+1 s < (PUVYIL)Velwislodwlsos + gl l-os) Wy s.
In particular, Lemma B.7 suggests that we have

Wlests < Wolsers + 0 (PAVYIL)Vilwolodplios + | [q] o) -

Moreover, when « = 0, [ols+1.5 no longer appears as we do not need Lemma B.7

loylsers < PV Vilwrelodwls—os + | [q] ls-os- (3.47)

Now we can easily obtain the control for the problematic term VS by setting s = 4 in Lemma 3.5

VS < Wolss + o P(ES(D)). (3.48)

Step 4: A cancellation structure for the incompressible limit.

It remains to control the term Z* and ZB*. In 54-estimates, each of these terms can be directly controlled.
However, in the control of E¢(#) and the control of full time derivatives, there will be extra technical difficulties
due to the loss of Mach number or the anisotropy of the function spaces. Thus, we would like to present a
robust approach to control these terms. We take Z~ + ZB™ as an example and the “+” case is controlled in the
same way by reversing the sign when integrating by parts. Recall that Q~ = d*q~ — 64906‘§q‘, so we have

ZB = f g~ 03y - N)d*y dx’ — f Wo3q(03v™ - N)d*y dx’
) )

3 4 (3.49)
+ Q &% - FNdx.
2L
The first two terms in ZB~ can be directly controlled
f54q_(63v_ -N)*ydx - f54d/83q_(63v_ - N)&*y dx’
x x
< (187q ollas + W3) 183v - Nivs < (llg lla-las + W) 1107 llo-Wlos < P(o™", E5(1)).
The last term in ZB~ is controlled together with Z~ := — fQ, Q™ ¢;(v;) dV;. Recall that
€)= (@05 — |3 22 a3 | - o3 | 010, = + 01003 | B —— |Fosg, i = 1,2
1 i 3Yi Vi ’63(10’ i i s Vi ,63¢p 1 (a )2 ’ ’
and
_ — 1 _ 1 1=
C3(f) = (030 +|3*, —, 03v5 | - 93v3 |0, —— | 90
3(f) =( 3) V30 ¢ B30 3V3 3V3 (63(,0)2 3¢

Note that N; = —9;¢ for i = 1,2, so we have

690 =, N; _ 3 4\— N; \= _ _
4 4 L T = E K 2L ) g% * 9y
[(9 (93 V; ] [6 s ) B 63Vl ] (k)a ( ) )6 63\/1

3
- HNain a7k~ (N5 1| 500504,
_Z(k)a Ndgot v | )]0 57 Bi0d30* "7,

k=1
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where the contribution of the first term above gives us (using Gauss-Green formula)

3
§ A\ e e
B —Z fg ] ( k)Q FND vy a,

4 _ —
- (k) ( f Q& v - FNd - | Q N;8;8* v dx)
- o
! (3.50)
4 — _ — _
= ( )( QNG v dx+ | Q Nidzd* Fv; dx — f Q N;id;0**v; dx
= \k & o
3, (4
= () 8;Q " N;0**v; dx.
k
k=1
Now invoking Q™ = d"g™ — 544p6fq‘ and integrating one F] by parts, we find that
3. 14 o :
Z (k) 33Q N;* v dxc < (10°03q  llo.~ + Wall®3g = )lallvy lla.— (3.51)
k=1 o

Among other terms in €;(v;"), we shall focus on the case when there are 4 derivatives falling on v;” and ¢, and
the control of these terms (lised below) appears to be easier.

Q_54908‘§(V‘p -v7)dV, from the first term in €;(v;)
o

3 (3.52)
4 Z Q‘635(,0 6?531/‘ -Ndx from the second term in €;(v;’) when &° falls on 03v;.
i—1 Q-
Note that 35y~ - N = V¥ - v~ — V - 7~, we have
N Q 3@ (V¥ - v)dV, < . /T;%Df” P, Wy, (3.53)
and
4 f Q 330p 373*v™ - Ndx Ly f Q 8300 8*(V¥ v )dx—4 f Q 0390 &*(V -7 )dx
& @& @ (3.54)

< Bl ( Jo| ||+ ||€53Q‘||o,||54v‘||o,).

Thus, combining the estimates in the above four steps, we conclude the &*-estimate by: For the tangential
derivative 77 = 0* (yo = y4 = 0, y; + ¥ = 4) and for any 0 < § < 1, we have

(Ve mre s, =)

+|NTe T Ty + |k T ) + f l | Ve8| e
0

! f
S OB (0 + [l + D fo P(c™ E;, (n)dr, 0<I<4.
j=0
(3.55)

Remark 3.2. It should be noted that we only have the [? control of V,B,S and (7—},)%P in the tangential
estimates, but the term Q without ¥ ,-weight does appear in tangential estimates. When 777 contains at least
one spatial derivative, that is, ¥y < (y), one can invoke the momentum equation to replace 7 ¢ by Dfv and
(b-V#)b to avoid the loss of Mach number. This also suggests that we can actually control ||P]|y instead of only
||7"p1 / 2PIIO when there is at least one spatial derivatives. However, when 7 only consists of time derivatives,
we cannot do such substitution any longer. Thus, we have to use the above cancellation structure between ZB
and Z to control these two terms together.
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3.3.2 The case [ > 0: No loss of regularity or weights of Mach number

Next we consider the tangential estimates for e-weighted spatial derivatives, namely 2ot for 1 < I < 4.
The proof is parallel to the case 77 = d*, but we have to check the following aspects

a. We have to guarantee that there is no loss of ¥,-weight in various commutators, especially those
involving g.

b. When / = 4, we only have tangential regularity for 8 derivatives. Due to the anisotropy of the function
space H®, we have to put extra efforts to reduce the terms involving the derivative 9’d;.

We only show the detailed modifications for the case [ = 4, that is, the £808-estimate. When 1 < I < 3, similar
modifications can be made in the same way.

Commutators of type £3[3°, f17°g for 7 = d or DY
This type of commutator includes the following terms
77, p)D{vinR,, —[T7,F,1D{pinR,,
[77,9]-0f and &% f[77,v] - N in D(f)
It is controlled directly by expanding the commutator. We have
8%, 1T g = (80 )T g + 8(s°0" f)(£2DT g) + 28(s°8° ) (£20°T g) + 56(°8° f)(2 T g)
+ 70(8°0" F)(°* T g) + 56(28° f)(e°0°T g) + 28(s28> f)(£°0°T ) + 8(Af) (%0 T g),
whose L?(Q) norm is controlled by
1£%0® flloT gl + 821°0” FllollOT gl + 2811°0° £l sll€*0* T gllps + 56116%6° fllslle* 6 T gll o
+ 7011870" fllsl1e°0 T gllzs + 5611€°0° fll s lle” 0> T glips + 2811e°0°ll ol T flls + 87 116%0 glollOT £l
<+ ( \/Eg(z)Eg(z) + \/E;(z)Eg(z) + \/Eg(z)Eg(z)),

where we use the Sobolev embedding H' < L° and H' — H'? «— L3 in 3D. In 2D case, we can replace
(LS, L) by (L*, L*) and use LadyZenskaya’s inequality ||f||i4 < N2l fllr2 < ||f||% to obtain the same bound.

Commutator £3[8%, b] - V¥ for f = b, v

This term appears when we commute 77 with (b - V¥). Note that we can rewrite the directional derivative
tobe (b-V¥) = b -V + (d3¢)"' (b - N)d3. When commuting 8° with b - V, the estimate is exactly the same
as £%[8®, f17g. For the commutator [9%, (93¢0)~' (b - N)]d3f, we just need to put extra effort on the term
85((83@’1(17 . N))5763 f because the length of the multi-index exceeds 8 when |x3] < 1. (Recall that the
weight function w(x3) is comparable to |x3] when x3 < 1 and is comparable to 1 when |x3| > 1.) In this case,
we notice that b-N|y = 0, and thus its interior value can be expressed via the fundamental theorem of calculus

@30) (b N x3) = 0+ fo 03 (@s0) (0 Ny £3)) s,
whose L*(€) norm is controlled by Cw(x3)||03(b - N)||z~()-

Commutator ©(f) for f =v, p, b, S

Among all terms in (3.10), we need to further analyze the third term, that is, the commutator &8 [58, %ﬁ(v -N=0,0),0sf ]

for f = v,b, p. The problem is the same as above, that is, o’ may fall on 05 f which is not directly control-
lable. Again, we notice that there is only one 0 falling on ﬁ(v -N - 0,¢) and (v-N - 9,¢)lz = 0, so we can

use the same method (as in the control of &3 [68,b] - V¥ f) to control this commutator.
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Commutator C(q)

The problematic term is —8(d3¢) ™' (ON;)(8783q) arising from [T, N;/d3¢,83¢]. To control this term, we
can invoke the third component of the momentum equation to convert dsq to tangential derivatives of other
quantities

—~03q = (03¢) (pDfvs = (b - V9)b3),

where DY = 8, + -V + (83¢) "' (v - N = 8,0)83 and (b - V¥) = b - V + (33¢) "' (b - N)d5 are both tangential
derivatives. Also, there is no loss of weight of Mach number in this term because one can always replace dg
by DYv and (b - V¥)b.

Commutator C;(v;)

The problematic term is —8(0390)‘1(5N,~)(5763v,~) arising from [77,N;/d3¢, d3v;]. In fact, this term may not
be controlled independently, but its contribution only appears in — fQ QC;(v;) dV, which has been analyzed
in step 4 of Section 3.3.1. Specifically, its contribution in the term Z, after combining it with ZB term, is

8s!0 f d3(8%q - 58906§q) ON; 8v; dx,
Q

which is controlled by (|37 93qllo + |€30%W0/|0gll =)W1 l€38®V]lo after integrating one @ by parts. Then
we convert d3q to tangential derivatives of other quantities via the momentum equation, which has been
presented in the control of €(g).

Based on the above analysis, we can follow the same method as in §*-estimate to prove the following
inequality for £*9**'-estimates (1 < [ < 4) for the nonlinear -approximate problem (3.1): For any 0 < ¢ < 1
and fixed [ € {1, 2, 3,4}.

82[ (V’y’i ’ B’Y,i s Sy’i ’ ?'piP')”i) (t)

2 — =2 — 2 ! — 2
0 + [No2d Ty |+ | Ve a iy + f | Vee2d* o) dr
£ 0

l t
2 _
<GS (1) + [Pl g, + f P(o™" E}, (1) dr,
j=0 0

(3.56)
where (V7=, BY*, S* P**) represent that Alinhac good unknowns of (v, b*, S *, p*) with respect to o,

3.4 Tangential estimates: full time derivatives

Now we control the full time derivatives, that is, the £*9}*! estimates for 0 < [ < 4. We will take the most
difficult case [ = 4 for an example, that is, the ssaf-estimate. The other cases (0 < [ < 3) can be treated in the
same way.

3.4.1 Replacing one time derivative by a material derivative

Following the analysis in Section 3.3.1 and Section 3.3.2, we expect to control the following norms

& (V.82 . st)

2
et Tatul + 6 VRS + e VRS,

2
. However, there are several extra difficulties
0

which further gives the control of ||808(v*, b*, FrEp*,S*)
that may make our previous method invalid.

a. We cannot substitute dg by 7 (v, b) because there is no spatial derivative.

b. 8/ p has weight \/?Tpisﬂ = O(g'*?) instead of £*. There might be a loss of &-weight.

c. ||F;&"87 g only has L*(Q) regularity, so the trace lemma is no longer valid.
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d. We cannot integrate by parts for “half-order time derivative” (9,1/ 2. Thus, the control of VS term will be
rather different.

To overcome the abovementioned difficulties, especially (c) and (d) in the control of the crucial boundary
term VS, we would like to replace the full-time derivative 9/ by D~ 3>* where DY~ = 8, + v~ - V +
(030)'(v™ - N = 0,0)83 and v™|o+ is defined to be the Sobolev extension of v~ in Q*. We aim to prove the
following estimates.

Proposition 3.6. Fix [ € {0, 1,2,3,4}. For £D¥~ 9>+ -differentiated approximate system (0 < [ < 4), we

have the following uniform-in-(«, &) estimate for any 0 < ¢ < 1

”821 (V*,y,i’B*,y,t’S*,y,i’ (7_-,;;)1/21,*,7,1) (t)Hi + | \/ESZID;D’_B?Hﬁl//(I) (2)

!
2 e g3+l |2 2 e 53+ 2
+ | Vke D8 (o) + fo | Vie? D707 o (o dr (3.57)

l f
S OES () + Z P(E}, (0)) + f P EY, jdr, 0<i<4,
J=0 0
where (V*”’i, By S§*r*, (Tpi)” 2P*”’i) represent the Alinhac good unknowns of (v*, b*,S*, p*) with re-
spect to DY 03 that is, F*7* = D™ 8}* f* — (DY~ 6; )% f*.
For the case [ = 4, we introduce the Alinhac good unknowns with respect to DY~/
(V5B P, QVF,87%) 1= DY 7] (v, b, p*. ", %) = (D8] @)d5(v*. b%, p*.q*. ).

They satisfy

D701} f* = 3{F"* + G(f*), DI7O[D[" f* = DI TF™* + Di(f)f,
where €*(f), D*(f) are defined in the same way as (3.9)-(3.10) by replacing 7 with D¥~ /. The boundary
conditions of these good unknowns are

[Q"] = oD; 6] H - kD; 6](1 = Ay — kD 8](1 - Mo - [93q] D; 0] (3.58)
V** N = 8,D;0]y + (v - V)D; 8] — DEv™ -Vl — W™, (3.59)

with
W' = (93v* - N)D; 8]y + [DP8], Ni, vi], (3.60)

where we use the fact that Dfilg = D_,i =0, +v"- V. Note that D_; does not directly commute with 9, or 9;,
so there is an extra term —D*%~ - V3!y in the expression of V** - N.

3.4.2 Analysis of the interior commutators

Since we replaced 8% with D¥~3] and D~ does not directly commute with 33, we need to further analyze
the commutators C;(f) for f = g and v; and D(f) for f = v, b, p,S. The problematic thing is that 9; may fall
on (03¢) ' (v™ - N = 8,¢) (in DY) and produce a normal derivative without a weight function that vanishes on
¥, which may introduce a second-order derivative in the setting of anisotropic Sobolev space. This problem
does not appear in D(f), as we find that such commutator has the form (63¢)"'(v - N — 0,¢)[Df’_8z,63] f
which already includes a weight (v - N — d,¢) that vanishes on X. In €;(f), according (3.9), we need to further
analyze the term Ni(agcp)’l [Df’_az, 0s31f for f = q,v;. Using D‘f’_ =0, +7 -V +(030) ' (v7 - N = 8,0)03, we
have

Ni(@39) ' [D70],031f = Ni(039) ' [DF,0510] f
=~ Ni@5¢)"' 957 - V0] f + Nids (@39)™ (v - N = 0,)) 8%0] f.

The first term above can be directly controlled in L? because only tangential derivative falls on 9 f. For
the second term, we can invoke the momentum equation and the continuity equation to convert this normal
derivative to a tangential derivative.
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e When f = g, we use —=8%5q = pDfv3 — (b - V¥)bs.

e When f = v;, using V¥ -v=V -7+ d%v - N, the continuity equation becomes d%5v - N = —&2Df p — V..
Thus we have 9]0%v - N = —3](£2Dfp + V - %) + [0],N] - 93v in which both terms can be directly
controlled in || - ||s « norm.

Also note that there is no extra loss of Mach number even if 8%p requires one more e-weight. In fact,
the only term in the commutators €, D that contains 0? p is R, but there is an extra weight ¥, = 0(e?)
multiplying on it. Therefore, we can follow the same strategy presented in Section 3.3.1 and Section 3.3.2 to
analyze the interior part. We can prove the following energy identity

d%%]é N pi|V*,i|2 " |B*’i|2 +7_~pt(P*,i)2 +pi(S*,t)2 av,
T (3.61)
=ST"+ ST"+ VS'+ RT" + ) RT™* + ZB"* + Z'* + Ry* + Ry},
where _
ST* :=¢&'® fz D; 0! [q] 8,D; 07y dx’, (3.62)
ST :=&® fz D9 gl - V)D; 8]y dx, (3.63)
VS* =gl fz D;!q ([¥] - V)D; 8]y dx’, (3.64)
RT" :=—¢'¢ fz [83q] D; 8] v 6,D; 8]y dx’, (3.65)
RT"* := F £!° fz 83q* D; 0]y (v - V)D; 9y dx’, (3.66)
Ry :=x¢'® fz Q"D - Vo ydx, (3.67)
ZB** :=F ¢!t fz Q*WHtdy, 7" = - f ) Q= I (vE) dV,, (3.68)

and RZ* represents the controllable terms in the interior containing the analogues of Ry, R3, R5. Specifically,
we have

E—IGR;"ii :f V*,:t . (R:,i _ (s*(qj:)) d(V, + f R;,i(vtp . V*,i)d(Vf + f Bt . Rz,i d(Vz + f P*’iR;’i d(V,
* Q* O QO
1

Q=

1 .
(V- VOBV, - 5 f (DEFE + FEVE vHPE2 AV, + f pEDI(S*) S dV,
Q* Q*
(3.69)

where

Ro* = [DP7],b*] - V¥b* — [DY73], p*1DF*vE — p=D* (1),
R,* =~ (D7 0], F1Df p* = F7 0" (p*),
Ry* = [Df70],b]- VOVE - DB, R = QVF —PF - pt . B

These terms can be directly controlled in the same way as presented in Section 3.3.1, so we omit the details
t t
fo RG* dr < P(E(0)) + fo P(EX(D)EL(r) dr. (3.70)

3.4.3 Analysis of the boundary integrals

Similarly as in Section 3.3.1, we can decompose the control of these terms in the following steps.
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Step 1: Boundary regularity of full time derivatives given by surface tension.

Invoking the boundary condition (3.58) for [Q*]], the term ST becomes

= o'® f D; 9V l 8,D; 8]y dx’
1+ le (3.71)
— ke'® f D; 0] (1 — A2y 6,D; 0]y dx’ — ke'® f D; 9! (1 = Aoy 8,D; 8]y dx’
=: ST + SZT”{J( + ST5,. :
Commuting V. with D_;, we have
ST}, = &'® fz V- D; 8] (Vy/IN|) 8,D; 8]y dx’ + o&'® fz 8i7;0,;0] (0w /N3, D; 8w dx’ (3.72)

*R
ST;

Integrating v by parts in the mean curvature term, we get an analogous energy term contributed by
surface tension as in Section 3.3.1

_ v _
o't f V.0l | —Y |90y dx
z

1+ |VyP
DOVy  — Vy - D; 8]V
=—0'816f;w-6,D;6,7ledx’+a'sl6f¢/—3¢,V¢/ 8,D; 8]V dx’
z  IN| s [N
D; 879, Vy - D; 879,
—oe!® f O 0 - 0,(0iv;0,0]y)dx’ — oe f w—ﬂvw,(av—a 0]y dx’
s NI T |V
=: ST™R

1

et | ([D % |N|]8’W+

Dior s ] (V- 8,59 Vy) -

N ! D D; 8, Vw]aﬁw)-afVDwadx'

= STZ'R
(3.73)
where the right side is further equal to
oe'® d f \D; 97V |w D; a7w/|2 i
2 dr
VI+IVe? 1 |Vz/1|2
(3.74)

’ sz fa’(uw)

The first line above together with the inequality (3.37) gives the o-weighted boundary regularity as in step
2 in Section 3.3.1. The term ST’;’R is generated by commuting D_,‘ with V (the one falling on 8/y) and is
directly controlled by the energy. The term ST;’R is controlled in the same way as ST§ in step 2 of Section
3.3. The term ST;’R is controlled by integrating d; by parts under time integral, which was also analyzed in

v) ) ‘ﬁ DoTVul” d + ST + STR
¥ ' N|3 Y- Do, VY| dx'+ ST " + STy7.

= STy®

[55, Section 4.6]. The term ST(*)’R is controlled by integrating by parts in d, and then in F] ; under time integral
(which is similar to ST;’R). Thus, we conclude their estimates by

4 t
f ST;® + ST® + ST} + STy®dr < P(E*(0)) + f P(EX(1))dr. (3.75)
0 0
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Next we analyze the terms ST, ST, involving the «-regularization terms. Note that we have to com-

1.k°

mute Dt‘ with 1 — A or (8 = V1—A when deriving the +/k-weighte terms. Integrating 1 — A by parts
in ST},

ST}

1k

= —ke'® f D;0](1 = Ay 9,D; 8] dx’
z
= — k'’ f D{](1 - Ay 6, (D; 6] (1 - Ayyp) dx
(3.76)
- ke'® f [D;.1-A1(9](1 - Ay) 8,D; 9]y dx’ - ke'® f D;6](1 - Ay d, ([1 - A, D;10]y) dx
P
— - ——‘WsSD a1 —A)w‘ + STR 4+ ST*R

11,k 12,

On X, the material derivative Df’_ =D; =0,+V - ﬁ, so the commutator is

[D;,1-Alf =[A,7 -VIf = AV - Vf +20,7,0,0:f.

Then ST’I"fK is controlled under time integral by integrating ] ; by parts in the second term

t —
f ST/ dr =—ke'® f f A¥;0;(0](1 = Ayw) 8,D; 8]y dx’ dr
0 0 Js
t —
+ 2ke'® f f (91‘17;51' 6,7(1 - A)w) 6‘;6,D,‘8Zw dx’ dr + lower order terms
0 Jx

<6 ngp_;afwﬁ f |«ﬁ<sgaa7¢‘ (052 dT < SEL(1) + fo P(EX(7), EX(1)) dr.
3.77)

The control of STTfK is easier because there is no term containing 9 time derivatives of . It is directly
controlled by using the /k-weighted boundary energy obtained above.

STiR < ' VkesD- a7 (1 - K)w‘o (| Vre®abul, + | Vke*aul,) \EL0) < Ex) (JEX@).
The control of ST; , is similar to ST} . Using (8)* =1 — A, we have
=2
ST;, = - f ‘ Vke® DY a?(@)w‘ dx’
z
+ k" fz [D;,8:1(680w) 6,D; 6] dx’ + k&' f D; 680w (10,6, D;10]w) dx’ (3.78)
21, 22.k°

= - WSSD“’"aS(E)w dx' + ST:R + ST:f
. t t

where we use the concrete form of the commutators

[D; .0, = —0%;0;f. 10,0, D;1f = 0, (0:%;0;D; f) + 6,v;0,0:f

and ST*R

to get estimates similar to ST11 . 2

f ST + ST3y dr < SE§(1) + f P(EX(7), EX(7)) dr.
0
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Hence, the control of ST* in (3.61) is concluded by

SD (97V 2
f STdT+ h/_—l'bl
0

N

+ f 'ngD_FGZ(l—Z)¢| dx’ + f f ]\R&SZT;(??@MF dx’ dr (3.79)
z 0 z

< SEg(1) + P(E“(0)) + f P(E*(7)) dr.
0

The term ST*' is controlled in the same way as ST* by replacing a,D_;ajw with (v* - g)D_;(()Zl[I. We no
longer get energy terms, but we can integrate (v* - V) by parts and use symmetry and the above boundary
regularity to control them. Invoking the jump condition, we have

ST = 0e'°D; 8] H (v - V)D; 8]y d’
—ke'® f D;0l(1 = Ay (7 - VYD, 0]y dx’ — ke'® f D;(1 = Moy (vF - V)D; 8]y dx’
) )
= STy + ST}/ + ST;,. (3.80)

Following the analysis (3.72)-(3.75), the first term is controlled thanks to the boundary regularity and sym-
metric structure after integrating (" - V) by parts.

ol f < . (ID7aluP  [Vy - VD alup
ST = = V- -
0 =275 ) ”( N NP

— PR 2
]dx’SP(lV(ﬁILw)I\_iJerl.oo Vo' VD d]y| . (3.8D)

Similarly, we can use the symmetric structure to control ST}, + ST;,”. We only check the commutators
arising in the control of ST, as an example.

STR 1= — ket f [D;.1-A1(](1 - Ay) - V) (D;8]w) dx
— k&' f (D78} = D) - V) (I1 - A, D;10]y) dx
z
— k&'t fLT;(aZ(l — M) [1 - A, - D)1(D;6]y) dv’
z
= ST+ ST "+ ST (3.82)
The control of STT'fK’ + ST’l‘fK’ is similar to STT’fK + STTfK. We have
STy £ - ke'® f A;0; (9] (1 = D) - V)(D; 9]w) dx
+ 2xe! f 9;7;0; (8](1 = M) 8,5 - V) (D; 0]w) dx’
z
< 7l 911 | V"] (| Vie® Tyl + [ Vie®abul,) < ES(ES(@), (3.83)
and
*R 7/ —— — 2 K K
STy < [0 lwee 7711 (| Vie® Py, + | Vee®d]ul],)” s E5(ES(®). (3.84)
The extra term ST’;’;?K/ is also directly controlled
STy = ke'® fz D; (8](1 - M) (A570; +20,510,0;) (D; 6]w) dx

< [P [ (| Vie®afu, + | \/7(88(9t7¢l|3)2 < EX(DEL(0). (3.85)
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Thus we have

Vke® D7 0] (1 — Ay g EX(DER(®D). (3.86)

1 _
STi <5 [@9)
5 2 5
Similarly, we have
! ! _ _ o
f ST}, dr = ke'® f f [D;,3;1(0%0w) (7" - V)D; 8]y dx’ dr
0 0 z
t — p— p— —_— —
— k&'t f f (D; 680 8; (7 - V)D; 0]y) dx’ dr
0 z
t —_— — —
- ke'® f f D;3]dy (v - V)D; 0]y dx’
0 T
— 87 |2 - 2 2
< 6| Ve'D; 5@ + fo 7 (| VReSOTu, + | Viebalul; ) dr. (3.87)
Hence, we have the estimate of ST*':
r !
f ST dr < 6EX(r) + f ES(DE(T) dr. (3.88)
0 0

What’s more, we can also control the remainder term R;’i = +gl6 fz Q*’iD_f\T . 66,71// dx’. Indeed, we use
Gauss-Green formula to write it to be an interior intergral.

Ry L _slsf 5;Q"* D_zi‘_’_ Vol pdx (3.89)
Q*

Recall that Q** = D} d9/q* — D} 9]ydsq*. Note that [0%, D{""1d/q = d%v;87q = (057~ - V)dlg + @5 -

N)d/83q, so one can still convert dg to a tangential derivative of v, 5. We now integrate by parts D_,‘ to get
f L ! _ _
j(; Ry dr = &' j(: f+ 0] q* — 0] pd:q*)DFv™ - DYV pdx dr
d — —_—
—glt f f 03(0] q* — 0] pd3q*)DEv™ - V] p dx. (3.90)
0 Jo=
Using the reduction for d3¢ again, we can control the above integral by
! ! !
fo Ry*dr < 6||(98(936l7qi||(2),i + j; P(E}(T)E(T)dT < SEG(1) + fo P(E)(17))Eg(T)dT. 3.91)

Step 2: Control of VS term.

Now we start to analyze the most difficult boundary term
VS* = glf f D;8q ([7] - V)D; 8]y dx’. (3.92)
b

Note that there is no spatial derivative 9 in VS*, so we cannot integrate 9'? by parts as in step 3 in Section
3.3.1. To overcome this difficulty, we try to rewrite the term D, 8]y by invoking the kinematic boundary
condition

Dy =% +7 -Vdly =8/ (v -N)—v -9/N
=9/v7 - N+[0],N,v;1,
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and thus
VS =¢g!f f D;9q ([¥] - V)&!v™ - N dx’
p
+gf f D;8lq d)v™ - ([7] - VN dx' + &' f D;8!q™ ([7] - V)[0], N;, v7]dx’
b b
= VSy + VSi#P + vs 7P (3.93)
Using divergence theorem, we convert VS to an interior integral in Q~
VS; = !t f D{70]q V2 - (191 - V)a)v™) dV, + £'° f 3*Dfa] g (w1 - V)d] vy dV,
o Q
=: VSj, + VSg,. (3.94)

where [V] = " — v~ is defined via Sobolev extension in Q. In VSE‘)l , we want to commute V¥- with ([[¥]] -ﬁ)
in order to get a similar cancellation structure as in ZB + Z. The commutator is

G - (.. @
[0, 171 - V1f = 3:([71 - V) — =2 05([F] - V) - (7] - V) (a,»f - —‘”azf]
(93(,0 (93(,0

_ — 5:‘ 9 F) 5,-
= @ [71,))@;f) - ﬁ@ [V1,)@f) + 719 (ﬁ)‘w

(I[71 - V)33

=Y [71- Vf - (71 - VN £ + N,
03¢

oS, i=1,2,

([7] - V)3

[05, 1] - VIf = 85 9] - V.f + "

.
Commuting V¥- with ([7] - V), we get
VSy =& [ DETolq v - (1 - V)o)vT) 4V,
o0

=gl f Df 3l (91 - V) (V¢ - 8]v7) dV, - &' f D{7d]q 8:0]v™ - (7] - V)N dx
Q- Q-

+glf f D79l q 8 9] - Va)v; dV, + &6 f Df70]q (7] - V)d30 8%50]v™ - Ndx

= VSyy, + VSil + VSpt + Vsl (3.95)

Next we introduce F¥ := 9] f — ]y f to be the Alinhac good unknown of f with respect to 8] in order
to commute V¥ with 6,7. Namely, we have

8100 f = 8°F* + 6'(f), 8]DYf = DIF + DH(p),
where €*, Dt are defined in the same way as (3.9)-(3.10) with 77 = (9,7. With this formulation, we have
Ve vT = VP VR 4+ 09(] pdfvy) = 0] (V9 - vT) — @?(v;) +0%(0] pd5vy).

Now we insert the good unknowns in VS, to get

VSg,, = &' f D8] (IF] - V)3] (V¢ - v7) dV, —¢'F f D3l (91 - V) (€E7) — 048] pdtvy)) dV,
Q- Q-

wZ
VSoix

i} = _ 1 - .
=-gl® f F Do) pm (9] - V)3 DY " p~ dV, + &'° f DY aZ(§|b’|2)(|[\7]] -V)O] (V¢ -v)dV, + VSi7
Q- Q-

= VSy + VSiE + VS (3.96)
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By the definition of P#~
DYl pm = DYTPR 4 DY) p), 9]Df T pT = DFTPF 4+ D (p).
Then we integrate ([v] - V) by parts and use symmetry to find

VSyy =— &' f FrDf PR ([7] - V)DSTPR AV,
o

+e!® | FDIPE (V- I5DD!™ @]9 p7) = (191 - V) (DH(p™) — DL (0] ¢d%p))) AV,

*R
VSOI 11

16 f FEDE (36 p) (171 - VDA ) dV,

*R
Vs()l 12

Vv V 1 — _ — — * *
HE -2 | (- DDyFreDf P av+ S+ VS, (3.97)
.

. 2
where the first term on the right side is controlled by ”(9’-~ )1 g8P | IVIV] ||%w. Next we adapt the analysis

for Z* + ZB* term to the control of VS*ZB + VS;‘)IZ1 and VS*ZB + VS;‘)IZ2 Using Gauss-Green formula, we
have

VSi#P 4 VS = gl f (Df~359]q7) (7] - VN - 8)v™ dV,
o
+'° f [0%. DY710] ) ([71 - VIN - 8]v™ + Df™0]q™ 8 ((I91 - VIN) - 8]v™ dV,
o
16 f (DF~3%9]q7) (171 - VN - 9]v™ dV, + VSR, (3.98)
o

The main term is controlled by integrating DY~ by parts under time integral and invoking the momentum
equation to replace a*"q by tangential derivatives of v=,b™:

&' J; t fg 7(Df’76‘§8,7q_)([[\7]]-g)N-BZv_ dv, dr
L_glt fo l fg (@0]q)Df” (71 - VN - 9/v7) dVidr + ' fg (@] (171 V)N - 9]y d(V,;
< 0lle®3%0] g7 |15 _ + P(E5(0)ES(0) + fo t 1s*350] g llo ~1Ie* @] v, &}y 7)llo PE(T)) dr
< SEX(1) + P(EX(0)EL(0) + fo t P(ES(T)EL(T)dr, V6 € (0,1). (3.99)
For VS;*% + VS&72,

appears in VS *“B Thus we can again use the Gauss-Green formula to analyze this term. Let us first compute

the commutator in VS0 122

we recall that the term (‘Zf(vlf) in VS(’;’IZ2 includes a term [63, N; /03¢, v; ] which also

Ni
6179 a 63

P07y = 098] 0d%v7) = — 8°0] v, +
i i P 3 i P 3 33(,0

. 1
vi | = dsv; [a N, B ] N0z} [af’, @ )z}a,aw

6
7
= — 0Y0] 0%y + [0], Ni, dyvy | + (k)[ai‘, (Ds0)™'IN; 9] * 37
k=1

1
" Oy

1

7
_(93\/ [a t,(a )2

- N; (931/ [ ]6,6390

=: @ [6,7,N,~,63vi_] + @?R(V:)
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Then
_ _ . — (1
VS;7B 4 V7 = 60 f DF 9l (7] - V], Ny, v;1dx — &' f D alq ([[V]]-V)(@ [6,7,N,~,03v;]) dv,
z Q-

—gl® f D 8lq™ (171 - VY& () dv,
o

vs;

=¢gl® f & (D;""an—)([[ﬂ] -WV)[8],Ni, vy 1dx + VS + lower order terms, (3.100)
o

where the first term on the right side is again controlled by integrating DY~ by parts under time integral. We
omit the details and just list the result

f f &'%05 (DY 0] q”) (IF1-V)I6] . Ny, v 1 dx dr < SE§(1)+P(E}(0)E5(0)+ f P(E5(0)Ex(1)dr, Vo€ (0, 1).
0 - 0

% . . # R R B #,R # R
Now the term VS is controlled except for those remainder terms VS, VSi15, VS, VSoi11> VSoiias

VS’]"ZR and VS;*ZR. In fact, apart from VSZ‘)’IB]], the other remainder terms can be directly controlled by

counting the number of derivatives and invoking the reduction for #58]v™ - N and 850/ g~ There is no loss of
Mach number in these remainder terms. In fact, when 8%p~ appears in the remainder terms, either we have
516ﬂi-weight to control it directly, or we can integrate by parts D"~ and ([¥] - V) under time integral to move
one time derivative to v; . Besides, the control of 8!, 8% depends on the boundary regularity contributed by
surface tension and so depends on o' Therefore, we can conclude the estimates of VS; by

!
VSy+ VST7P+ VS8 < VSEPE +SEL(1)+P(ES(0)ES(0)+ f P! E“(0)ES()dr VY8 € (0,1). (3.101)
0
Next we control VS, = &' [ 82D¥~0]q~ ([#] - V)] v; dV;. First, we commute D{"~ with 67 to get
VS;, = &'t f D¢ 3%9] g™ (] - V)o] v; dV, + &'° f a;"v;afajq- (I[v1 - )a!v; dv,
Q- Q-
=1 VS5, + VSix. (3.102)
In the first term, we integrate by parts D{"~ under time integral and commute DY~ with ([V] - V) to get
13 ! _ _ t
f VS, dr £ - &1 f f 8°9]q” (v - V)DY~0]v; AV, dr + &' f 8°9]q” (Iv] - V)] v; dV,
0 0 JQO~ Q- 0
!
—&l® f f 8°9]q” (DY, (7] - V)18]v; dV,dr
o Jo
! 3
= fo VS dr+ VSpE + j; VSR dr. (3.103)

Next we insert the good unknowns Q% and V#~ and invoke again the momentum equation p‘D‘f’*V”" -
VABE- = —veQh + RYT — @) to get

VS = —&'° f 89 (Q = 319d%q™) (7] - VIDE ™ (VA = 37 9d%v;) AV,
o

= ¢! f p~DfTVE - ([7] - V)DFTVET AV, — ' f (b~ - VOB - ([7] - V)DP ™V~ dV,

Q

+£'6 f (€ -RE) - (71 - VIDP VA= dV, + &' f 0(0] ¢d5q™) (171 - V)DY 0] vy dV,
Q- Q-

(3.104)

=: &0 f p~DETVE ([9] - V)DEVR AV, + VSiE + VSR 4+ ViR |
o
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where the first term is again controlled by integrating by parts in ([V] - V) and using symmetry
N = !t = o2
£t f pTDTVE IV V)DFTVE Y, = f (V- (o [9D)) [DEVE[" dV, < P(ES()EL().
- o
(3.105)

Next we wish to combine VS, with VS5 = &!¢ [ DE70](31b™1) (IF] - V)3] (V¥ - v7)dV; to get a

cancellation structure. In VS;’IBH, we invoke the evolution equation D‘f’_b; =B -V =b7 (V¥ -v7) to get

VSgi 26t fg DB b (151 D)3V v ) dV,

=o' [ DB 9] (7 ) 0y, e [ DB 1 T e,
Q- ’ Q- ’

vSiiit
=—glf f Df"Bﬁf([[v]]ﬁ)Df"Bﬁf dv, + &' f D;""Bﬁr* (I71 - V)3 (b~ - V#W7) dV,
Q- Q-
- ¢! f DETBE (I9] - V)©H(b;) dV, + VST, (3.106)
o

where the first term on the right side is again controlled by integrating by parts in ([7]-V) and using symmetry,
and the third term on the right side is controlled directly after inserting the expression of D¥(h). We denote

VSl =gt fQ ) D;"*‘Bﬁf‘([[v]] V)] (b - VEW;) AV,

to be the second term on the right side above. Inserting the good unknown V#~, the term VS(’;’IB12 is equal to

&' f DYTBE([71- V) (b7 - VAVET) dV, + &' f D BE (91 - V) (19]. 5710%v; + b;65v))) dV,
Q- Q- ’

*BR
VSOI 12

=& [ DPTBET (V) (171 VIVET) dV, + £ f DYTBE [ - v (1 V)] VETdV, + Vst
o o
. vQhB *BR «BR
=:VS) 5+ VSois+ VSyia (3.107)
Now we can integrate by parts (b~ - V¥) and then D!~ in VS:‘)’IB13 in order to produce the cancellation

with VSZ‘)’S .- Under time integral, fot VSS’ﬁ3 dr is equal to

; _ _ t
f P f (b~ - VOB ([9] - V)DE VI dV, dr + &' f (b~ - VOB ([7] - V)VF dV,
0 - Q- 0

3 3
+elf f f (b - Vw),Df'*]Bf" ([#1 -V)Vf" dV,dr + &' f f b - V“’)Bf’_ (DY, (7] -V)]Vf" dv,dr
0 Ja- o Ja-
! !
= - j; VS dr+ VSt + j; VSih + VSR dr. (3.108)
Note that [D‘f’_,(b’ VA = =(V2 - v7)(b™ - V¥)f and when we commute ([V] - ﬁ) with either Df’_ or
(b™ - V¥),, no normal derivative will be generated because the weight functions in front of 03 (namely, b~ - N
and (v~ - N — 0,¢)) are still vanishing on the interface X after taking ([¥] - V). Therefore, the commutators

above are all controllable in || - ||3 - norm and no loss of Mach number occurs. The following remainder
terms are controlled directly
!
# R #,BR #R #R #,BR #,BR #,BR #,BR
VS + VSp +fo‘ VSpi + V83 + VSt + VSgiin + VSppp + VS 3dr

< OEg(1) + P(E*(0)) + f P(E*(1))dr. (3.109)
0
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In the terms VSZ‘)’ZR11 + VSS’ZRIZ, we can integrate ([v] - V) by parts to get to get the desired control thanks to

the +/o-weighted boundary regularity of y
VSt + VS, <o (1%0]wh + 1805wl ) 1€ D~ 0] vllo - PCES(1)). (3.110)

Thus, the control of VS, term is concluded by
! !
f VSy, + VS(’;’lB11 dr < §Eg(t) + P(E“(0)) + f P(o™!, EX(7)) dr. (3.111)
0 0
Finally, combining (3.92), (3.93), (3.101) and (3.111), we get the estimate of VS* term
! !
f VS*dr < §Eg(t) + P(E“(0)) + f P(o™', E“(7)) dr. (3.112)
0 0

Step 3: Control of RT term.
In step 3, we control the terms RT* and RT** defined in (3.65)-(3.66), The latter one can be directly con-
trolled by using symmetry

1 — — 2
RT** = 5 f (V- (03¢ v¥)) D;@Zw‘ dx’ < o 'ES(DEL(®D). (3.113)
z

The term RT* = —¢'¢ fz [954] D_;Bzw 3;D_;8,7(// dx’ cannot be controlled in the same way as in the estimates of

spatial derivatives because we do not have L*()-control for G,D_,‘ézt// without k-weight nor can we integrate
by parts 6} /2 To overcome this difficulty, we need to invoke the kinematic boundary condition to reduce the
number of time derivatives. We have

D;0ly =dv™ -N+1[8,v",N1, 8,D; 8]y =8v" - N +83]v™-9,N + lower order terms.

Plugging it to RT*, we find
RT" £ —elﬁf[[am]] Olv -Nbv -Ndx — 83'6f[[(93q]] dlv_-Nalv™-9,Ndx' =: RT} + RT}. (3.114)
T b3
The term RT}, can be controlled by using Gauss-Green formula

RT; £ —8&'6 f [03q] (350]v™ - N)(©&]v™ - 9, N) dV, — 8&' f [83g]l (3]v™ - N)(@38]v™ - 8,N) dx,
Q- Q-
(3.115)

where [[03¢] is defined via Sobolev extension. The first term above is directly controlled after invoking the

. L - S - . .
reduction 850]v™ - N = —8](*D{"" p~ + V - v"). For the second term, it suffices to integrate , by parts under
time integral

13
—8g!6 f f [03g] (3]v* - N)(@3]v™ - 3;N)dxdr
0 JQ-

t

f
L gl f [83¢] (B]v™ - N)(@30%v™ - O,N)dx| +8 f f [03g]l (3%v™ - N)(330%v™ - O,N) dx
Q- 0 0 Q-

< 01e%0;00v71[5 - + P(EX(0)) + f P(ES(T)E&(T)dT (3.116)
0

Using the same trick as above, the term RT is directly controlled by repeated invoking 6‘;’8,71)‘ N £
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(DY p~ +V -77)
! !
fo RT: dr £ — £ f f [034]] (ag’aZv—-N)(a,sv—-N)+(a,7v—-N)(a§a§v—-N)) dV,dr

2t f f [85q1(@%6]v™ - Ny@}v™ - N) = 8,@]v™ - N)(@59]v™ - N)) dV;dr

16 f |Ia3q]l(aZv‘-N><a§’aZv‘-N)dfv,o
N

< SES(1) + P(EX(0)) + f P(EX(t)ES() dr. (3.117)
0

Hence, we conclude the estimate of RT* by

3

f RT" dr < SEL() + P(EX0)) + f P(ES(1))ES(7) dr. (3.118)
0

Step 4: The cancellation structure between ZB* and Z*.

Now we control the term ZB** + Z**. Note that we cannot integrate by parts 8'? due to the lack of spatial
derivatives. First, ZB** can be written as

7B =5 ¢&'° fD_,‘GZqi(awi “N)D; 8]y dx’ + £'° fD_;_OZW O3q*(03v= - N)D; 9]y dx’
b b
Felf fQ*’i [Df’_BZ,Ni,vii] dx’

)

= ZBY®* + ZBy®* + ZBy*. (3.119)

The second term on the right side can be directly controlled. We have
R, - 2 - K K
ZBy** < |Df" ]y, |03q* (93v* - N)|,.. < P(o™", E5(t)E(®). (3.120)

For the first term, using again D_;ajw = 0]v - N+lower order terms, we can convert it to an interior integral.
! !
fo ZB R+ dr £ 616 fo Qi(af -N) (95D¢70]q* 0]v* - N+ Df~0]g* 850]v* - N) dV,

P t
2221 | (@t - N3O g OV - NdV,
Q* 0

!
+£'0 f @v* - N) (195, Df 197 q*) 6]v* - NdV, dr
0 Q*

!
+!f f (@3v* - N) (9%0]q* Df™0]v* - N+ Df~0]¢* 856]v* - N) dV, + Lot
0 JO*

(3.121)
Now we can invoke the reduction for 8fq and afv - N to convert 5? to a tangential derivative

820]q £ 8](pD?v — (b - V9)b), 80]v-N = —8](F,Dfp +V - 9).

Note that the second equation above produces an extra ¥, = O(&?) weight, so there is no loss of Mach number
when D¥~ 87 q appears. When DY~ ¢ is multiplied by 8]V - v, we can further integrate by parts in §; and then
in V- to move one time derivative to v. Hence, ZB “R+ {5 controlled in Il - lls «~ norm without loss of e-weights

f 2B+ dr 5 OE(®D) + PE'(0) + f P(E“(7)) dr. (3.122)
0 0

Next we will see again the cancellation structure in ZB(’;’i + Z**. From (3.9), we have

3
Z € () = F(V¢ - WD 0l +
i=1

D‘p 67 _(,0 83\1,

+03v; | Df70] Ni, (939) ™"

+ (B3 - N)[D“’ ]6,63«,o+(a3w) N - [D¥78],851v + (839) ' (85v - N)[DY™ 0], 831,

1
" (D39)?
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where we have further analysis on the second term and the fifth term

[D¢ o7, — a3v,] @3¢)™" [ DF 0] N, 03vi| - 650,005 D~ 9%v - N, (3.123)

N;
B3¢
(03¢)"'N - [DF70],031v = (057 - V) 9]y - N+ 05 ((03¢)™' (v - N = 0,0)) 856]v - N. (3.124)
Thus, we find that, apart from the term (03¢)"! [Df*‘aj, N;, 03 v,-], all the other terms in €7 (v;) include either a
tangential derivative falling on the leading order term or the term 6;’\/ -N (possibly with some derivatives) such

that ¥,D{ p and V-7 are produced by invoking the continuity equation. Thus, when Q* is multiplied with
these terms, its contribution in Z** can be directly controlled without any loss of weights of Mach number.

It now remains to control ZBy* + Z** with Z;* := £'¢ fQi Q**(03p)! [D‘f BZ,N,,63V,] dvV,. Using
dV; = 93¢ dx and Gauss-Green formula, we have

ZBy* +Z;* = 7&'° f Q* [Df70] Nivi| d’ +£'° | Q"*[Df79],Ni, dsv; | dx

QO

5'4_

16( )( f Q (DY avi (D) Nidx' + | Q (D) 8oy (Df’)l‘fa?‘kN,»dX)
Qi

1 6
7 . o
é—ZZSM( ) f BEQE(DETYakvE (DFT) TSN, AV, (3.125)
. Qi

Recall that Q" = DY 8]q~ — D} 8]d%q, we can integrate by parts this D{"~ under time integral and invoke
the momentum equation to reduce #5Q* to —pD} V* +(b- V¢)B*+lower order terms. Note that [8%, D{""19]q =
v:0%q = (355 - V)d]q + (95v™ - N)3]d3q, so one can still convert the normal derivative dg to a tangential

3% 1
derivative of v, b. Thus, we have

t 1 6
fZBS’i-'-ZS’théZZEI ( )f ft 0¢Qﬁ+DLP (DW )jat v ’(D#’ )1 186 kN) dv, dr

0 =0 k=1

+‘916(7)f 6¢Qﬁ+((D¢ )jat Vi ’(Dsﬂ )1 166 kN) d”V,
0 JO*

k
< 81102QM* |2 + P(EX(0)) + fo t P(c™' EX(t))dr, V6 ¢€(0,1). (3.126)
Combining this with the control of remainder terms and commutators, we can easily obtain that
fot ZB** + Z"* dt < 6Eg(0) + P(E(0)) + j(: P! EX(r))dr, Y€ (0,1). (3.127)

3.5 Tangential estimates: general cases and summary

Let 77 = (w(x3)03)" 63“5?‘5;2 be a tangential derivative with length of the multi-index {y) := yo + y1 + 2 +
2 X 0 + 4. Section 3.3.1-Section 3.4 are devoted to the control of full spatial derivatives (y; + y> = (y)) and
full time derivatives (yy = (y)). Now we analyze how to handle the general case.

Space-time mixed derivatives: yo > Oand y; +y, >0

Let us temporarily assume y4 = 0. In this case, the tangential derivatives that we need to consider have the
form 54’1”‘6’;‘7"" with (@) = 2I, a4 = 0 and weights of Mach number &%, That is, we need to consider
gm0 gtti-k-a_estimates. Following the previous paper [55] by Luo and the author, the control of space-
time mixed tangential derivatives (0 < k + @y < 4 + /) is the same as the control of purely spatial tangential
derivatives. In particular, compared with the one-phase fluid problem [55], we only need one spatial derivative
to do integration by parts in order for the control of the extra problematic term

VS = 841 faf+a/054+[7kfafoq7 ([[‘7]] . 6)8I;+0054+17k7”0w dx/
z
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21 akﬂlo 54+l—k—0z0
t

in which we need to integrate by parts 8'/2 and seek for the control of & s Mimicing the

proof of Lemma 3.5, we can show that (replacing k + @ by k)

Lemma 3.7 (Elliptic estimate for the time derivatives of the free interface). Fix /€ {0, 1,2,3,4}. For0 < k <
4 + I, we have the following uniform-in-(g, ) inequality, in which the first term on the right side disappears
when « = 0.

|8216§l’//|5.5+1—k = |82laf‘/’(0)|5.5+1—k +o! |8216]; [[Q]]|3.5+1—k

I
+Plo Vs, Z Eﬁﬂ‘(t)] (|8216flﬁ'4.5+l—k + |82[6f71$'5.5+l—k) :
=0

Weighted normal derivatives: y, > 0

In the most general case, 77 may contain weighted normal derivative w(x3)d3, so we have to analyze the
commutator involving [777, 03] in €(f) and D(f) defined in (3.9)-(3.10). The problematic thing is that 03
may fall on w(x3) which converts a “tangential” derivative w(x3)d; (a first-order derivative) to a normal
derivative 03 (considered to be second-order under the setting of anisotropic Sobolev spaces). Such terms in

D(f) are
0sf

(03¢)?
They can be directly controlled because an extra weight (v - N — d,¢), which vanishes on X, is automatically

generated to compensate the possible loss of weight function. As for €(f), we notice that the terms involving
[777, 03] can be written to be

@30)”' (V- N= 3T, 051f + (v-N = i) [T7, 851

N; N;

_[7”}” (93]f - _agf[ws 63]¢, f =qorvy;.

03¢ 03¢

The second term above is easy to control because ¢(t, x) = x3 + y(x3)¥(t, x") implies the C*-regularity of ¢
in x3 direction. For the first term, it may generate a term TPo, SN; with 8; = vi(i = 0,1,2), Bs = y4 — 1,

whose L?(Q) norm may be not directly bounded. Luckily, for f = g or v;, we can again invoke the momentum
equation or the continuity equation to reduce —qu and va -N to tangential derivatives pD{v — (b - V¥)b and

—Tpr p- V-p respectively. Therefore, there is no extra loss of derivative in the commutators €(f) and D(f)
when y4 > 0.

Summary of tangential estimates

Finally, we need to recover the estimates of 77 (v, b, S, /¥, p) from the [*-estimates of their Alinhac good
unknowns. By definition, we have

177 .. < < + 1770 10 1R e e

in which [|[F¥*||y . and |7 "y, have been controlled by 6E*(r) + jg P(o~", E“(7)) dr. When 77 contains at least
one spatial derivative, we can use =7 g ~ Dfv + (b - V¥)b to get the control of 7 ¢ instead of \/E‘T q. For
the full time derivatives, we use DY~ = 8, + (7~ - V) + (33¢) "' (v™ - N = 8,)85 to convert the £2d**-estimate
to €2/ DP9 -estimate, £2/93>-estimate and £2/(wd3)d>*-estimate, in the second part of which the norm
le2 03 1y(0)], 5 is needed to control the VS term. Also, since w(x3) = 0 on the interface, 77 can be expressed
as 54”"‘6’; for0 < k <441, 0 <[ < 4. Hence, we conclude the tangential estimates by the following
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inequalities

e,

+ (@)=2l 0<k<4-1
k+ag<4+l

4+

!
+ - [Needtulg,,  + [ Vke v, + f | Vee2of yos,,, dr
k=0

3+l

1
y 2

5 6E4+l(t) + Z |8216§"0(0)|5.5+1—k +

k=0 Jj=0

I : i
+P [Z{; EX, j(z)] j; P {0'_' , Z; E§+j(r)] dr (3.128)
J= J=

P(oc™" E}, 0))

+J

and

‘2
4—k—1,x

Z i “(SZIa;HI(Vi’ b, S*, (?p)%pi)>
+ k=0

|Vl + VRt + [ VR uco)] an

! ! y !
< OB, (1) + |5218,3+l¢/(0)|§.5 + P{o-—l, Z EL/.(O)] + P[Z E§+j(t)]f P{o-—l, Z EZ_H-(T)] dr. (3.129)
=0 =0 0 =0

These are exactly the desired uniform-in-(«, £) energy estimates in Proposition 3.3.

3.6 Div-Curl analysis and reduction of pressure

The tangential derivatives of the variables (v, b, p) are analyzed in Section 3.3-Section 3.5. Here we show
the reduction of normal derivatives of pressure and the analysis for the divergence and vorticity. We use the
div-curl decomposition (cf. Lemma B.1) such that the normal derivatives of (v, b) are controlled via their
divergence and curl parts. For0 < /<3, 0<k <3 -1, (@) =2l, a3 =0, we have

||8216§<7~Q(Vi’ bi

Wi < (a0 bol;, + v - a0 b,

+ &9 x T 0, b5 + [F AT 0%, b

2
) G130
0,+
with
1 3+j
niniia _
C= C{Z Doyl |V¢/|W1,m] >0
j=0 k=0
a positive continuious function linear in |g%/ (9{ 1//|421 e The conclusion for the div-curl analysis is

Proposition 3.8. Fix [ € {0,1,2,3}. Forany 0 < k < /- 1, any multi-index « satisfying (@) = 2/ and any
constant § € (0, 1), we can prove the following estimates for the curl part

HSZZW x aﬁ(T‘YVi”i*k*l,i + nglvw X afT”bi”i*k*l,i
1 ! t 1 ! (3.131)
SOE, (O +Plo” ,ZELJ(O) + P(E;f(t))fo Plo~ ,ZE§+j(T) + Ej, () dr,
j=0 j=0
and for the divergence part
21 kqa, x| 21 kqa, x|

“‘9 Ve 0T Vi”:ﬁ—kfl,j: + ”‘9 Ve-oT vi||3—k*l,j:

/ 1 ! (3.132)
SOE; () + P [0’1, D ES, j(O)] + P(E}(1)) fo P [a’l, DES, j(r)] dr.
j=0 j=0
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3.6.1 Reduction of pressure and divergence
Let us start with / = 0. The spatial derivative of g is controlled by invoking the momentum equation:
=039 = (93¢) (pD{vs = (b~ V¥)bs): (3.133)
—3iq = — (939) 1010 D3q + pDfv; — (b - V¥)b;, i=1,2. (3.134)
Let 7 be 0, or d or w(x3)03. Then we have
1105 03qll3-k < 185 OT v3)lls—k + 1105 (BT b3)ll3 (3.135)
105 0iqll3—i < 1165 (Bidsqlls—k + 185 OT v)lls—s + 105 (BT B)ll3—k» (3.136)

in which the leading order terms are ||6f‘7’(v, b)||3-_x and |6fw|4_k. This shows that we can convert the control
of spatial derivative of g to fangential estimates of v and b.
Next we turn to the div-curl analysis for v, b. Let us first analyze E4(f). For 0 < k < 3, we have

I65VI_ < Class Vylwre) (IGEVIG + IV - OEVIE + 11V2 x OVIB_, + 1901l (3.137)
IGFBIG , < COllato Vehlro) (IG5BIG + 11V - BFBI_, + 1V2 X OfBI_ + 16" Ofblg) (3.138)

For the divergence, we can directly invoke the continuity equation to convert V¥ - v to time derivative of
p together with square weights of Mach number. When k = 0, we have

V¥ - vI3 = IF,D¢ pl3, (3.139)

which is further reduced to the tangential derivatives of v and b by using the above reduction of g. Note that
the magnetic tension term %|b|2 in the total pressure g does not involve extra normal derivatives thanks to

T (%Iblz) = b - T b. Taking 9, in the continuity equation and omitting lower order terms, we have

Ve oy = ~Fp kD¢ p + (939) ' 0 @ - B3,

which gives
1% 95713 0 < CO ) ([7505T w71, , + 1050, ) + Tower order terms. (3.140)

Again, this can be reduced to tangential derivatives of v, b until there is no spatial derivative falling on p. As
for the divergence of magnetic fields, we can invoke the div-free constraint to convert it to lower order terms.
Namely, using V¥ - b = 0, we have
Ve - 0kb £ 6KV - b) +(830) ' 00" - 03b
~———

=0

and thus

[|[V¥ - 6fbi||§7,{,i < CUIb* lwr(s)) |6fzﬁ|ik + lower order terms. (3.141)

2 . . . . .
The term |6fw| ., has been controlled in tangential estimates of E7(#). Combining the result of tangential
estimates in Proposition 3.3, the control of divergence of time derivatives is concluded by

IV a0, 09|, < CAV* i) [T 0k T o2, , + CAVE, b5 o) [0,

, ¢ (3.142)
< CUVllwim) |75 5T |, + GEL®) + P(E(0)) + P(E§(1) fo P(E}(1))dz,

where the term involving p* can be further reduced to 7 (v*, b*) when 3 — k > 0 so that one can further apply
the div-curl analysis to it.
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3.6.2 Vorticity analysis for E,

Taking V¥x in the momentum equation of v and the evolution equation of b, we get the evolution equation
for the vorticity V¥ X v and the current density V¥ X b

pDY (V¥ xv) = (b - V)(V? x b) = — (V¥p) X (Dfv) — p(V¥v)) X (afv) +(V¥b)) X (afb),

(3.143)
DY(V¥ x b) = (b- V¥)(V¥ X v) = b x VE(V¥ - v) = = (V¥ X b)(V¥ - v) = (V¥v)) X (%) + (V¥b) X (8v),
(3.144)
and taking 0> gives
pD?(*V¢ x v) — (b - V¥)(0’V¢ x b) = RK,, (3.145)
DY(8°V# x b) — (b - V#)(@’V¥ x v) — b x 8*V*(V¥ - v) = RK,, (3.146)

where
RK, := —[8°, pD¢1(V# xv) + [8°, (b - V¥)|(V¥ x b) + & (right side of (3.143)),
RKj, := — [8°, D1(V? x b) + [8°, (b - V¥)](V¥ x v) + & (right side of (3.144)).
Direct computation shows that the highest-order terms in RK,, RKj only have 4 spatial derivatives and do

not contain time derivative of ¢. Therefore, we can prove the H>-control of the voriticity and current density

by standard energy estimates.
1d "
35 p*[0* (V¢ x vi)|2 dv, = f PEDSE (VY x vE) - (8PV¢ xvE) dV,
Qi Qi

= | * - VOV¥ x b*) - (8°V¢ x vV, + f RK* - (3°V¥ x v¥)dV,
Qi

QO

=L}

€D f (@°V# X b*) - DF*(0°V* x b*)dV, + f @°V¢ x b*) - (b* x (@*V#(V# - v*)) dV,

+

(3.147)

=K}

+ | (V®xb*) - RK:dV, +LF,
Q=

Ly
where LI—’, Lf are directly controlled
LY + L5 < POV, 55)laxs Wa). (3.148)

It remains to analyze the term K" in which there is a key observation for the energy structure of compressible
MHD system. We invoke the continuity equation V¥ - v* = F piD‘,"i p* and commute DY with V¥ to get

N\ + ot + + + +
VAV vE) = =FEDFEVE p* + FE (Vv p*).

Next, we rewrite the momentum equation to be p*D¥*v* + b* x (V¥ x b*) = —V¥¢p* and plug it into the
highest-order term —F D"V p* to get

~Fr DYV p* = F D ("D ve) + F,,D (0" X (V9 X b))
= Fp (D{ Ve + F DI (b* X (V9 x b)) + T (D p*)(DFv*).

Thus, the term K} becomes
KE = f (V¢ x b*) - (bi X (ﬂip163(D‘fi)2vi)) dv,
QO
- f F (b* x (079 x b)) - DF* (b* x (8°V¢ x b)) dV, (3.149)
Qt

+ | (V¥ xb*)-RK; dV,,
Qi
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where
RK? := F0° ((VAvE)(@%p*) + (DFp*\(DIv)) + [0, Fp* 1D )v*
+ FE10°, DEFNb* x (V¢ x b)) + FEDE* (10°, b* X1V x b))
consists of < 4 derivatives in each term and its contribution can be directly controlled

L5 = | (@ V9 xb) RKE &V, < Pb* v, T plla o, IF5 D 05,55, 9%l 2) (3.150)
O

Note that the second term on the right side of K7 is obtained by using the vector identity a-(bx¢) = —c-(bxa):
(@V¢ x b*) - (b* x DI* (b* x (V¥ x b)) = =D{* (b* x (8°V¢ x b%)) - (b* x (V¥ x b*)).

Therefore, we have

1d

3 + |2
R Qtpi|a (V¢ xvh)|” dV,

= f (@’V¥ x b*) - DF*(@’V¥ x b*)dV, - f Fii (b* X (07V¢ x b)) - Df* (b* x (8°V# x b)) dV,
Q= QO

+ | @V xb) - (b* X (Fpp* 0P (DF*Yv®)) dV, +Lf + L5 + L
Qi

P
T f 07 x )+ 75 [ x 9 x b v,
O

1
+3 f (V- v%) (|a3(w X )|+ F b x 8 (V¥ x bi)|2) AV, + K* + L} + L + L,
Qi

(3.151)
which further gives the control of vorticity and current density simultaneously
1d 2 2 2
—— =103V x vH|" + 103 (VP x b5)|” + FE b x (V¢ x )| dV,

< P(E§(0) + PAUI)IB*la 16*0 =) || D)V, < PES®D) + EX(0).

Hence, the vorticity analysis for compressible ideal MHD cannot be closed in standard Sobolev space because
of the term &20° (D‘;’i)zvi in K*. Instead, the appearance of this term indicates us to trade one normal
derivative (in the curl operator) for two tangential derivatives (Df’i)2 together with square weights of
Mach number 2. Besides, the normal derivative part involving 9° Dfi(V‘*’ xb*) contributes to the energy
of current density thanks to the special structure of Lorentz force —b* x (V¥ x b*). This is exactly the
motivation for us to define the energy functional E(7) under the setting the anisotropic Sobolev spaces
instead of standard Sobolev spaces.

Similarly, the curl estimates for the time derivatives (in E£4(¢)) can be proven in the same way by replacing
&° with **9% (1 < k < 3). We omit the details and list the conclusion

1d
= | pH @Rk x v + 070K x b + i bt x 8RR x )| a,
2dr Jo (3.153)
K + +||2 K K
< P(EL(1) + ||e20F (DY) ||3_k’i < P(EX() + EX(.
Finally, we need to commute 8% with V¥x when k > 1. We have
¢ s 950y, £ gk ve ~1/3 ok
(VZ X 0,v)i = 0;(V? X V); + €j1(83¢) (0,0, 0)(03v)),

where ¢;; is the sign of permutation (ijI) € S 3. This gives

IV¢ x 3fVi||§_k,i < C(||vi||W1,m(Qt)) (||8f(V“’ X vi)Hi_k L F |(’9f¢r|i_k) + lower order terms, (3.154)
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where both leading order terms have been controlled in tangential estimates of E}(¢). The same result holds
for b*. Using the result of tangential estimates of EY (1), we have: for any k € {0,1,2,3} and any ¢ € (0, 1)

V¢ x 05|
[[v4 x

[ + 119 x 07

“3—k:

< PESO) + [ PR+ 5 T+ POV b i 00, (3.155)

< SES(H) + P(o™ ', EX(0)) + P(EX(1)) f P(c ' EX(1) + EX(7) dr,

3.6.3 Further div-curl analysis for £5 ~ E;

The vorticity analysis for E4(¢) requires the control of ||526§‘(Dfi)2vi”3_k for0 <k <3. WhenO < k < 2,

there are still normal derivatives in this term. Thus, we shall do further div-curl analysis on ||&26 (Df*)>v*||;_,

forO<k<2 Let7%= 6?057‘532(0)(@)63)“4 with (@) = 2. The divergence part can be reduced in the same
way as in Section 3.6.1. We take 37" in the continuity equation and omit the lower order terms to get

Ve T £ —&205 7D p + (939) ' 00K T " - B3v,
which gives
1£2V¢ - TV |2, < C(||v||W1.w)(||546f7'“7'pi“§_ki + |gza§<7"%//|§_k) + lower order terms.  (3.156)

Remark 3.3. The term generated when commuting 7 ¢ with V¥ is actually of lower order. One can check
that (see also [85, (3.24)-(3.25)])

[(wd3)",031f = (wd3)" 03 f — 03((wd3)" f) = Z emp(wd3)f 05 f = Z dj03(w03)* f

k<m—1 k<m-1

both are (m+1)-th order terms

for some smooth functions ¢, x, d,, x depending on m, k and the derivatives (up to order m) of w, and the right
side only contains < m-th order terms.

Similarly, using V¥ - b = 0, we have
Ve T £ FT (V% - b) +(050) 90 T - 33D
———
and thus
€2V - 3 b* 1By . < CUIb* lwioos)) |gza’;7'“¢/|§_k + lower order terms. (3.157)

The control of divergence part in the analysis of EZ(7) is concluded by the following energy inequality. For
any k € {0, 1,2}, any multi-index a with (@) = 2 and any J € (0, 1)

||e?ve - ok (v*, b* )||2 e S CUAV I o) |[e* AT T p* ||2 ra + CAVE, b7y, o) [OFT w|3 .

(3.158)
S CUV* i) [ AT T ([, , + SES() + P(ES(0). ES(0)) + P(EL(1) f P(E4(7), E&(1)) dr,

where the term involving 7 p* can be further reduced to 7 (v*, b*) when 2 — k > 0 so that one can further
apply the div-curl analysis to it.
As for the curl part, we can still mimic the proof in Section 3.6.2 to get the control of Hszaf’/" Y(V¢ X (v, b))“z_k
forO <k <2and{a)=2witha; =0
1d
2 dt
< P(Eg(t) E5(0) + ||e* a7 (D) v

e T v + [0 a7V x b4 + Fi |2b* x 8ok T (v x b4 dV,

5., < P(ES(). EX0) + EX(0).

(3.159)
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Then we commute 9> *9*7T* with V¢x to get: for any k € {0, 1,2}, any multi-index & with (@) = 2 and
a3 =0,and any 6 € (0, 1)
|v# x o Tove||,_ . +[|V¥ x o5 T b

[ [
2—k,x 2—k,x

< P(E(0), EX(0)) + fo P(E5(1), E(7)) + EX(T) dT + P(IVE, b |l (2)) |gza§<fr"w|§_k (3.160)
S SEL(D) + P(o™", EX(0), EX(0) + P(EL(D) f P(o™", E{(1), EX(7)) + E&(1)dr,
0

where we use the result of tangential estimates to control |820’,“7' “wlz_k. When k& < 1 in the above energy

estimate, we shall continue to apply the div-curl analysis to ||e*a¢7" "(Dfi)zviHi_k.

For E’6‘ and E’;, we have analogous div-curl inequalities. For [ = 2,3, we continue to analyze the di-
vergence and the curl according to (3.130). Similarly as above, we have the following estimates for any
k € {0, 1}, any multi-index a with (@) =4, a3 = 0and any ¢ € (0, 1)

ST VA WY B
(3.161)

2 . 2
< SE(D) + P (0'1, > E§+Z(O)] + P(E(1)) fo P [0’1, > E§+,(T)] + E5(1)dr,
=0 =0

where this EX term is contributed by ||866f7'“(Dfi)2vi||]_k .- When k = 0 in this term, we again apply the
div-curl analysis to it in order to eliminate all normal derivatives falling on v, b. For any multi-index o with
(@) =6and a3 = 0 and any ¢ € (0, 1), we have

6 . +||2 6 STy,
(SR ANE WY A VA W
3 ¢ 3 (3.162)
SOES() + Plo™!, Y Ef (0| + P(ES(™) f Plo™!, > ES (D) |+ By dr.
1=0 0 1=0
The control of divergence part for E¢(1), E5(t) also follows the same way as E%(¢), E5(¢). For any k € {0, 1},

any multi-index a with (@) = 4, a3 = 0, we have

le*ve - a0 b)), S CAv* @) [T T p* ||, , + CA*. b lyroae) [0 u ;.

2 ; 2
< GEL(1) + P [0'_1, Z EQH(O)] + P(EX(1) fo P [a—l, Z EfH,(T)] dr,
1=0

=0

(3.163)

where the term ||868f7' * T piH?_k .. does not appear because it can be converted to full tangential derivatives
(part of E¢(r)) which has been controlled in Section 3.3-Section 3.5. For any multi-index a with (@) = 6, a3 =
0, we have

eV - BT, 05)||o . < CAVE o) || T 2T p* o , + CUVE. bl [°T 0

3 . 3
S GES(N) + P [0'_1, Z E§+,(0)] + P(EX(1) fo P {a—‘, Z E§+,(T)] dr,
1=0

=0

(3.164)

2 . . . . .
where the term ”887""7'pi||0 , does not appear because it has been included in tangential estimates for E(%).

3.7 Uniform estimates for the nonlinear approximate system
3.7.1 Control of the entropy

It remains to control the full (anisotropic) Sobolev norms of the entropy functions S*. This can be easily
proven thanks to D‘fiS * = 0. In the control of E}, (¢) for fixed 0 < [ < 4, we need to take the derivative
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0% = KA = 0% (W) T TR with yo +y1 + 2 +va = 2L Y, + Y, + 7, = 4 —k - Land
0 < k < 4 — [ and also multiply the weight £?. Then we can introduce the Alinhac good unknown S? with
respect to this general derivative 07 by

§* 1= 08 * — 810%™,

which satisfies the evolution equation D‘fiSa’i = D(§*) in Q* where D?(S*) is defined by (3.10) after
replacing 77 with 0¢. We will get

(et W Eai

t /
< OEX, (1) + P[ -1 Z E4+J(0)] + EX(D) fo P{o-" , Z Ef, j(‘r)] dr, (3.165)
=0

that has been proven in Section 3.3-Section 3.5.

2 2
| 1038 * 1)

3.7.2 Uniform-in-« estimates for the nonlinear approximate system

Summarizing Proposition 3.2 (L*-energy conservation), Proposition 3.3 (tangential estimates), Proposition
3.8 (div-curl estimates) and (3.165) (entropy estimates), we conclude the estimates of the energy functional
EX(¢) for the nonlinear approximate system (3.1) by

E*(t) s 0E(t) + P(E*(0)) + P(E"(t))f P! EX(1))dr, Y6 €(0,1) (3.166)
0

Thus, choosing ¢ suitably small such that d E“(#) can be absorbed by the left side and then using Gronwall-type
argument, we find that there exists a time 7, > 0 that depends on o and the initial data and is independent of
k and &, such that

sup E“(t) < C(oHP(EX(0)), (3.167)

0<t<T,

which is exactly the conclusion of Proposition 3.1.

4 Well-posedness of the nonlinear approximate system

We already prove the uniform-in-« estimates for the nonlinear approximate problem (3.1). If we can prove
the well-posedness of (3.1) for each fixed « > 0, then the uniform estimates allow us to take the limit k — 0.
and prove the local existence of system (1.33) for the compressible current-vortex sheets with surface tension.
Since there is no loss of regularity in the estimate of E(f), we would like to use Picard iteration to construct
the solution to (3.1) for each fixed «.

4.1 Construction of the linearized problem

We start with y=11 = 10 = 0 and (V0= pl0h= pl0l gi0L+y = ({, (), p*,0) for some constants p* > gy. Then
for any n > O,I’l c N, given {(V[k]’i,b[k] i’p[k] i’ [k] i)}k<ns we define (v[n+l] i’b[nJrl] i’q[nJrl] + S[n+1] + lp[nJrl])
by the following linear system with variable coefficients only depending on (v, plrh+, q[”]’i, Sl ydnl g ln=11y

ol +Dw‘”‘ e _ plnlx | gelle)plntile oyt g = in [0, T] x QF,
(?-+)[n]D¢ * gir+ie (7:+)[n]D‘P["] Eplntile | plile L yellx | ln+llx _ in [0, T] x QF,

[’" Eplntile _ (plnl+ e +) 11+ 4 plalyee il _ in [0, T] x QF,

m Eglntlle _ () ~ ~ in [0, T] x Q, "
|[ql"+“]] = cHY"™) — k(1 = A2 — k(1 — Ayl on [0, T] X =,
Guplm+) = yln+ll= . lnl on [0,T] x Z,
v[3n+1|,i =0, on [0, T] x X%,
(v[n+1],¢’ b[”"'l]’i, 6][”+1]’i, S[n+1],t’ ‘J/i)|t:0 — (Vg,i’ ng’ qur’ Sg,i’ wg)’
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where b"* := pI"* for i = 1,2 and b{"* is defined by

i .

By 1= b5 4 95 (B0 + DY By - b (4.2)

»

where %7 is the lifting operator defined in Lemma B.3. The initial data (v™, by™, o™, S, ¥¢) is the same
as (3.1). The basic state (Wh+ b= plnlx glulx ylnl 1y ln-11) qatisfies
1. (The hyperbolicity assumption) p!"* > 0 is determined by the equation of state (1.18) where p/"h* is
defined by pl"l* := q[”]’t—%|b[”]*i|2. Then define 71" = log p!"!, T,E"]’i = —a(f;[;]'i (ptmihx glrlley 5 )
2. (Tangential magnetic fields) b"}* . Nl = 0 on X, and bg"]'t =0 on X*.
3. (Linearized material derivatives and covariant derivatives)

1

D" =g, 4 TV 4 g W NP g, g, (4.3)
[n] [n]
o O0rp gl 0ap _ o g 1
0; 0; PRET 03, V, =0 =0, _6390["] 03, a=12, V; =08, = _63tp[”] 03 (4.4)

where N := (=0;y/™, =9,y 1)™ and N" is the extension of N with ¢ = x3 + y(x3)y"(z, x').

After solving the linear problem (4.1), we define p"*1h# = gl"+1l+ _ Ljplnt1l£[2 and use the equation of
state plt1l = platll(plr+l] §ln+1ly to determine the density pU"*!1 > 0. We shall also define the “modified
magnteic fields” b+ as follows in order to guarantee b"*!* . NI"*1l = ( on ¥ and Z*:

)

[n+1],+ _ g [n+1],+ [n+1],+ _ g [n+1],+
bl - bl b2 - bz ’

bgn+l],¢ — bgn+l],¢ + ER% (b[ln+1],¢51w[n+l] + b£n+l],¢52w[n+l] _ bgl+l],:) (4.5)

-
Remark 4.1 (The boundary constraint of magnetic fields). The modified basic state b is necessary here,
because the quantity 5”1 solved from (4.1) may not be tangential on X and so integrating (b - V¥) by parts
produces uncontrollable boundary terms. When taking the limit # — oo, we can show that the limit function
b!™! also satisfy the boundary constraint 5! - N'l|z = 0 which then indicates that b = 5™/ in order to
recover the nonlinear approximate system (3.1). We refer to Section 4.4.1 for details.

Remark 4.2 (The divergence constraint of magnetic fields). Notice that the divergence-free condition for b*
no longer propagates from the initial data for the linear problem, but we will show that the contribution of the
divergence of part of b* is still controllable and does not introduce extra substantial difficulty. After solving
the nonlinear problem (3.1) for each fixed k > 0, V¥ - b* = 0 in (3.1) is automatically recovered from the
initial constraint V¢ - b5* = 0.

For simplicity of notations, given any n € N, we denote (/11 plrtlle glntlls plntlle plnells glelle ylntlly
(Vln],i’ b[n],i’ b[n],r, qln],i’p[r[lll,:’ pln],i’ ;[S‘][nl’i,[l/fln]), wln—l] respectively by (Vi, bi, qi’ pt’pt’ Si), (‘31’ bi, bi-’ éi,/o)i, ﬁi’ Si, l//)
and . Also, we denote DY ** and a7, V¢ by D?* and 87, V¥. Thus, the linear problem above becomes

D vE — (b - Vo)b* + Vigt = 0 in [0, T] x QF,
FaD{*q* = F D7 b* b= + V2 vE =0 in [0, T] x Q*,
DY*b* — (b* - VOV + b*V4 . v= = 0 in [0,T] x Q*,
bt Qx _ : +
D*$* =0 ~ B in [0, T] x Q*, “6)
gl = cHW) = k(1 = A)*¢ — k(1 = A)d on [0,T] X %,
o =v:-N on[0,T] X2,
vy =0 on [0, T] x X%,
OV b*, g5, S* )li—o = ("L by ™, g™ S o W),

where DY = 8, + -V + 55 (- N = 8,¢)d and H() = V - (Vi /IN)).
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4.2 Well-posedness of the linearized approximate problem

Although (4.6) is a first-order linear symmetric hyperbolic system with characteristic boundary conditions,
it is still not easy to apply the duality argument in Lax-Phillips [46] to prove the well-posedness of (4.6) in
L*([0, T] x Q%) because the boundary condition for the dual system of (4.6) may not be explicitly calculated
due to the appearance of the regularization term «(1 — A)2y. Instead, we apply the classical Galerkin’s method
to construct the weak solution in L>([0, T] x Q*) to the linearized problem (4.6). Once this is done, the weak
solution is actually a strong solutlon by the argument in [60, Chapter 2.2.3].

We assume the basic state (7, b, q,0, P, S, J) and y satisfy the following bounds: There exists some Ko>0
and a time 7, > 0 (depending on « > 0) such that

w Y(ESY

0=t=T 20 "% (a)=21 k=0

2

(sz’Taaf(ﬁ*,iyi,ﬁi,( ey Lot +))

4—k—-1,+

.7

441

+Z'W82lakw|6+lk f|‘/;‘9

where 7% := (w(x3)03)™9;°d]' 87> with the multi-index @ = (o, @1, @2,0, a4), (@) = @p+a1 +a2+2X0+ay.
Moreover, we have

)<Ko,

T T .
VO<T <T,, f ”8217"’6’;b* dr < C(Ky).
0 e
Remark 4.3. The L?-type bound of b is obtained by using the second part of Lemma B.3 and the /-
weighted enhanced regularity for the free interface. Indeed, the modification term R (Efc’)l v+ b;-' Aoy — bf) |z
has vanishing initial value thank to bg’i -Nj = 0 on . Thus, one can extend this function to (—oo, T] X Q* and

then apply the trace lemma for anisotropic Sobolev spaces (cf. Trakhinin-Wang [81, Lemma 3.4] or Lemma
B.3 in this paper) to show that

f ' ek - )

41+

AP
b* - b*

8,x,T,+

dr <

R

LT o o II2 ,
fo |bto16+ b3onp - 3|, dr < TRo. VT €10, T,

8,%,T,+

where || * |lns.7.25 | - lmr norms are defined in Appendix B. Notice that this v/k-weighted enhanced regularity
is necessary here, otherwise we lose the control of [0iy/(¢)|s and a loss of tangential derivative occurs as in lots
of previous works [12, 80, 81, 82] and references therein.

4.2.1 Construction of Galerkin sequence

Since our domain Q := T?x (—H, H) is bounded, there exists an orthonormal basis {e j};’.‘;l c C®(Q) for L*(Q)

which is also an orthogonal basis of H(l) (Q). To construct the Galerkin sequence, we first write the linearized
system (4.6) into a symmetric hyperbolic system of U* := (¢*, v*,b*,S*)T € R%:

Ao(UHO,U* + A1 (UH)D U* + Ay(UH)D,U* + A3(U*);U* =0 in QF (4.8)

where the coeflicient matrices are

¥, 07 ~F,bT 0 Fovi &l ~F,ibT 0
A= 9. Ph Os O an=| & b L Oh

_7:pb 03 I + ?-pb ®b 0 —ﬂvib —b,‘I3 vilz + Tpf),-(b ® b) 0
0 07 0" 1 0 0T 0T 5,

Fo(o - N - 8,3) NT ~F o5 N = 0,¢)b7 0

A0 1= 1 N S -N=08,p)I; ~-b-N)I; 0

} ¢ | -5 -N-8,p)b  —b-NI; (- N-8,@)I; +F,(»-N-08,9)(b b) 0

0 0" 0" 5-N=0,¢
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Also notice that the matrix A3(U) is equal to the following matrix on the boundary

0 NT o
A3(D)lgs+ == [N O; ,
04 O,

which has constant rank 2 and has one negative eigenvalue and one positive eigenvalue, so the correct number
of boundary conditions to solve U* in (4.8) is 1 + 1 = 2 (the jump conditions for ¢ and v - N), and we need
one more equation, namely d;f = v* - N, to determine the free interface.

Given 2 < m € N*, we introduce the Galerkin sequence {U™*(t, x), y"(t, x')} by

U (x) = ) UM (e() 1< /<8, (4.9)

=1
Wt X) = Z W (Del(x',0). (4.10)

I=1

The Galerkin sequence is assumed to satisfy the boundary conditions

O™ = U™ — Uy — U0 (4.11)
[ur] = o) - k(1 = B2y - k(1 - Mgy 4.12)
Now we introduce an ODE system as the “truncated version” of (4.8) in Span{ey, - - - , e,,} by testing the

Galerkin sequence by a vector field ¢ := (¢, -, ¢g)" with

¢i:= ) du(ei(x) € Spanfey, -+ , ey},
=1

fg ) AJTH@UT )i dV, + ZZ: AJTH@UT )i dV, + fg ) AJ U @:UT*)idV, =0 (4.13)
k=1
where dV, := 3¢ dx Integrating by parts in d; and 93, we get
fg ) Af{(l"]i)(a,UT’*)@ - Z‘ UT’*ak(AZ(Ui)qbi) v, ¥ fz Agj(l?i)U;?”igﬁ,» dx’ = 0. (4.14)
Plugging the Galerkin sequence into the above identity, we get
fg AT OHe iU (1) - gak<A;;"(t?*)zzsf)el(x)U;’;’*(r) AV, == fz AJOHUT*¢idx'. (415

Taking sum for the two parts in Q*, setting ¢;(x) = e;(x) and using the jump condition for [[¢]] and v* - N, we
obtain a first-order linear ODE system for {Ulij(t)}
lj

> ( f AT OHeen) d*v,) Uy - ( fg A (T)eix)e(x) d(i/t) Uy ()

= fz [g] (—e2(x', 00811, X') = e3(x', 0)d24i(1, x') + ea(x',0)) d’

=:,-N

== [FhE)-F (o0 N) ax —x [0 =B (1 =B (0, V) 0

—k f o (¢ - N) dx' -k f Vou" -V (¢, N) d'. (4.16)
z z

Since the basis {e;} are smooth and the coefficients (U"*, ) are sufficiently regular, standard ODE theory
guarantees the local existence and uniqueness of the above ODE system (4.16) with initial data

Up0)= [ 070Dt d.
A N
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4.2.2 Existence of solutions to the linearized problem

The existence of weak solution is guaranteed by uniform-in-m estimates for the Galerkin sequence {U™*(z, x), (¢, x)}.
Now we let the test function ¢p = U™* in Q* respectively to obtain the standard L’-type energy estimates
thanks to the symmetric property of the coefficient matrices and the concrete form of A3(U) on the boundary

d1 .
Z R IR U

—Z U0 AU Y+ f U™ - G ALTHHU™ dV,
+ f [[Ui"]] (UM — U8, — U854 dx’ 4.17)
z

where the interior term can be controlled directly by C (10(0)||Um’*||%’i. For the boundary term, using the
boundary conditions (4.11)-(4.12), we get the energy bounds under time integral

f f [or| i - g6 - U2 dx' dr

0 z

= f f (eHW) — k(1 = By = k(1 = D)o y™) Oy dx’ dr
0 z

:—af f(W/|N|)-%,¢mdx’dr—Kf f(l—Z)wm(1—K)a,¢mdx'dr
0 z 0 z

! !
- Kf f@,wmﬁ,wm dx' dr - Kf fV@,wm Vo, dx’ dr

1 ! !
<= f V)V dr + SN 0 = 5 [ VR0, - fo |Vxa [} dr. (4.18)

We define

N"(@n):= )

+

e pymE prmE m,+
( 7:17 Ul ’U2 4 ’US )

2 !
2 2
+ | iy, + f | Vikow™|| dr. (4.19)
0,+ 0
Since AO(IQJ *) > (0, we obtain the uniform-in-m estimate for the Galerkin sequence {U™*(¢, x), ¥ (¢, x")}.
!
N™(1) < N™0) + f C(Ko, k" YN™(1) dr, (4.20)
0

and thus there exists a time 7y > 0 (depending on x and IN™(0), independent of m) such that

sup N"(r) < C' (Ko, k" H)N™(0).

0<t<Tn

Because L°°([0 TN1; L2(Q%)) is not reflexive, we alternatively consider the weak convergence in L*([0, TN ]; L2(QY)).
By Eberlein-Smulian theorem and the uniqueness of expansion in Galerkin basis {€;},, there exists a subse-
quence {U™*(t, x), "™ (t, x "), such that

=1’

( FEU*, U™, - ,Ug“"i) A( F g, vE, -+, b*, 8% in L*([0, TN ]; LAQ)) 4.21)
Y™ — yin L2([0, TN ] HA(Z)), O™ — 0 in L2([0, T ]; H'(Z)). (4.22)

This proves the existence of weak solution to (4.8) (and equivalently (4.6)). The uniqueness easily follows
from the estimate of /N (¢) and the linearity of (4.8). The weak solution is actually a strong solution according
to the argument in [60, Chapter 2.2.3].

60



4.3 Higher-order estimates of the linearized approximate problem

To proceed the Picard iteration, we shall prove that the bounds (4.7) for the coefficients 0, J,¥) can be
preserved by the solution to (4.6). Fix « > 0, we define the energy functional for (4.6) to be

E“(t) := EX(t) + - - + EX(D)

4-1 5
o o . (ktag—i-3)t
Ey @) = (SZIT"af(vi,bi,Si, (Ti)fqi))
' zr: «éx ; g . (4.23)

4+1

!
e 3 |NEuf o+ [ VR ae
k=0

where 7% := (w(x3)03)™d;°d]' 85* with the multi-index @ = (g, @1, @2,0,a4), (@) = g+ +a2+2X0+ay.
We aim to prove that

Proposition 4.1. There exists some T, > 0 depending on x and Ko, such that

sup EX(1) < C(k™", Ko)EX(0).
0<t<Ty
A large part of the proof of proposition (4.1) is similar to the analysis in Section 3. Moreover, since
k > 0 is fixed, we obtain higher boundary regularity for the free interface i, which allows us to avoid some
technical steps (such as the analysis in Section 3.4). We will skip some details for the part substantially
similar to Section 3 and emphasize the different part. Now we start with div-curl analysis.

4.3.1 Div-Curl analysis
We start with E4(t). Using (B.1) and the boundary conditions for v, b, we get
—_—v e .9 + 7.+ 2 + 7+ 2 + 7+ o + 7.+
v, 5%, S ey [Fre) (105, B + 1IV7 - 5, )5, + 199 5 v, 65 . + 18* (%, 5[5 -
(4.24)

Remark 4.4. Here we cannot use the div-curl inequality (B.2) to estimate the normal traces because the
boundary constraint b - N = 0 no longer holds for the linearized problem.

The L?-estimates are already proven in the uniform estimates of Galerkin sequence, so we no longer
repeat it. The treatment of V¥ - v is also the same as in Section 3.3.1, that is, invoking the continuity equation.
For V? - b, we no longer have the div-free constraint. Instead, we can take V%. in the linearized evolution
equation of b to get

DY(V? - b*) = 8 (bT0%vi) — 0 (bFd¥ve) + [DF*, VP 1b* (4.25)
= (@7b5)(VE) — (V4 - b5) (V¥ - v®) + [D}, V-], (4.26)

Direct calculation shows that [D}*,871(-) = (@7 ,)af(-) — (879 — ¢))3%(-). On the other hand, the -
regularization term provides extra regularity for ¢;, ¢, ¢;. Thus, standard H> estimates give the control of
divergence

1d
2 dt

The vorticity part is analyzed in a similar way as in Section 3.6. The evolution equations are

o <112 o _ . " o T
V9 b¥[f; , < CKoo &™) (16*lla2lVFlla.s) < C(Ko, 6™ HEL(@). 4.27)

PDE(V xv) = (b VAXV? x b) = (V¥p) x (D}v) = (V#b,) x (&%)
= H((V%9)) X (85v) + V9(0:p — 0,9) X 35v),
D}(V¥ % b) = (b V¥)(V* xv) = b x VH(V* -v) = = (V x B)(V* - v) = (V¥h) x (%)
= (V#5;) X (8%D) = V¥(9p — 01p) % b,
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on the right side of which the highest-order derivative is 1 (except the mismatch term). Thus, we can still
follow the analysis in Section 3.6.2 to get

%% fg B[0PV x v + |03V x b*| a, < PES), ko) + K7, (4.28)
where
ki = fQ +(a3v¢’ x b*) - (b* x (PVA(V? - v%)) d V. (4.29)
Again, we invoke the continuity equation and the momentum equation to get
bx (PVA(V? 1) £ = F,b x (VDY) + b x (8°V* Db )b
£ F b x (8 (D))?v) - F b x D (b;9°0°b) + F,b x D (8°V*b))b)
£ F,pb x (3 (DP)2) + Fb x DP(b x (9°V? x b))

where we use the vector identity (a X (V¢ x b)); = (6?b j)a; —a fafbi’ and the omitted terms are directly
controlled by P(on(t), Ko). Thus, we have

k& f Fip(@ VP x b) - (b x (3 (D)v)) dV, + f 7@V x b) - (bx DY (b x (8°V#b))) dV,
Q* Q=

- f Fip(@ VP x b) - (b x (8 (D)?v)) dV, - f 7D} (b x (3°V* x b)) - (b x (°V* x b)) dV,
QF 0=
1d

AN 7= b x @°V? x b)|(2) + P(Ko)EX(r) + EX1).
So, we have
1d ot | 93¢ +]2 3o¢ +|2 + |7+ 3v¢ o e
23 )7 [PV vt [+ VI b B X @VE X bY)| dV,
< P(Ko)E}(1) + E5(1). (4.30)

Similarly as in Section 3.6.2 and Section 3.6.3, we can prove the div-curl estimates for time-differentiated
system and 7 “-differentiated system. For 0 </ <3,0 <k <3 - [, (@) = 2l, a3 =0, we have

el 0 b = Ol AT 0% 0+ 679 - AT 0 b0
+ [V a0t b0, + 8 kT 0, ) Zvi ) @3n
Then the curl part has the following control
|69 x T, + 9 x b+ [ x @Ten) j_l_k’i
(4.32)

] ¢
< P(Ky) [Z EX, (0) |+ P(Ko) f DUES (@) + By () dr
=0 0 =0

Similarly, the divergence part is controlled by

|[£9% - sk v +[|le*'v? - 3f70bi|li—z—k,:

2 [ A
s K [Z{; EX, (0) | + P(Ko) fo Z(;E4+j(r) dr,
Jj= J=

in which the first term will be controlled via tangential estimates.
For the pressure g, we still use the linearized momentum equation to convert it to tangential derivatives
of v and b. This step is exactly the same as Section 3.6.1, so we do not repeat the details here.

2
“3—1—1(,1

2Uft ghga b+ ok (4.33)
< Hs F 20T D (q*, b*)
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4.3.2 Tangential estimates

The tangential estimates are also proved in the same way as Section 3.3-Section 3.5. What’s more, the rather
technical part in the estimates of full time derivatives can be simplified a lot thanks to the +k-weighted extra
regularity of the free interface. For 7 7-differentiated linearize system (4.6), we introduce the corresponding
Alinhac good unknown Y=g -7 7{’06f f which satisfies

TV ) = 8 + §(f), TVDf) = DIF + (),

where

o

7 N g f
03¢

&N =@ NHT¢+

o1
+ 03f |:7"7’ Ni? a o
03¢

o , 1 ,
No:f T, TV 05¢
NS [ (83@2] 3

Gup 1T 0516, (4.34)

and

D) = (DPEHT Y0+ [T, 51 0f + |T7

+|77, (- N~ 09). 5 ](%f

+L[fry,ﬁ]~Na3f—(ﬁ-N—a,¢)63f[7“Y7 G )2]7“Ya3<p
+—(v N = 8@IT7,831f + (¥ - N = 9,¢) @ f)2 (77,931 + T 9,(¢ — $)d f (4.35)

with (y’) = 1. Since N3 = 1, the third term in GZ?( f) does not appear when i = 3. Under this setting, the
77-differentiated linearized system is reformulated as follows

°iD¢’*\°ﬂvi —(* VOB + VPO = R~ €7(¢%) in[0,T]x Q*, (4.36)
D‘“Q“ - D‘“BV+ b* + VP VE = RO &) in[0,T]xQ*, (4.37)
DR — (b W)V%* +bE(VP V) = RZ+ b*E(vE) in[0,T]x QF, (4.38)
D#85 = DY(S*) in[0,T] x Q, (4.39)
with boundary conditions
Q7] = o7 H @) — k77 (1 = A2y - kT (1 - D)o - [03q] T on[0,T1x X, (4.40)
V' N =8I + v - VT —W" on[0,T] x =, (4.41)
where 7°€v, 7°Qp, ﬁb terms consist of the following commutators
RY* = (77,651 - Vb — [T, 551D - p* D7 (%) (4.42)
R* == [T, F 1D q* - F 2 (g)
+ [T, F 2D b - b* + F 2DV (b*) - b* + [T7,F £b*] - DF*b* (4.43)
RY“ = [T7,6%] - VA= — D' (b*), (4.44)
and the boundary term “W"* is
WY = (B3v* - YT + [T, Ni,vE]. (4.45)

Given 0 < [ < 4, we shall consider the tangential estimates for 54"‘"6’,‘7“ Yfor0 <k <4-1/and
(@) = 2l, a3z = 0. Following the analysis in Section 3.3-Section 3.5, using the linearized Reynolds transport
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theorem (Lemma A.7), dropping y for simplicity of notations, we get

dl1 o .
f ﬁlgzlvt|2 d(V; —
O+

55 b - VOB - VEdV, - f sV vPQ*E dV,

Q* Q*

- f s"(RE - &(g*)) - VEAV,
1 - , - 5 .
*3 f ¥ (D;"—ﬁ) + V7D + PO (- V(@ - ¢)) [VE2 AV, (4.46)

where the last two terms can be directly controlled by C(ID(O)E"(I). In the rest of this section, we will use the

notation  to skip some of these remainder terms. We then analyze the first line. Integrating (b* - V%) and V¥
by parts and using b - N|z = 0, we get

[ e v Ve = [ e vV - [ b Ve ad,

+ * Q*

=— f B . DB AV, - | MB*- 65V VAV, - | MV bH)BE . VT,
Q* Q* Q=

L 13

=} ° ld [ o o ° ° ° ol o o
2Ip+2 +2lpt +12 M+ pt + + A+
‘Edtfm'g B d(Vz—mef,,(s B -b>d%+fis FEB* - bHDFEQ AV, (447)

and

- f sV VPQE AV, = + f sV Q= dx + f s1Q*(V? - V¥ dV,
Q= z O

=]

f FEEQ AV, + | FreQ DI (B - b*)dV, - f 1QrE0ndV,. (448
Q* Q*

+

1d

F--=
2dt

=7
Notice that
P VP ooy orn. oo o 1 d oo ae . e
f 'FEB* - bHDFQH AV, + f gMT;Q*D‘f*(Bi.bi)d“V,éa f T QB - b)dV,, (4.49)
Q* Q*

+

we find that

f b vOBE . ¥* di, - f SNV AV,

5. 1d con o 1d [
é1i+zi—-—f |821Bi|2d(vt———f 7
Q* Q*

2
> q T dv,. (4.50)

pell (éi —B*. i)i)

Thus, we already get the energy terms for V,B and Q, and it remains to analyze the boundary term /*. Again,
following the analysis in Section 3.3-Section 3.5, we have

"+ = ST+ ST + VS+ RT+ RT + RT +ZB +ZB 4.51)
where
ST :=&¥ f T [q] 8,77y dx’, (4.52)
X
ST = & f 77 [q] G- V)T dx’, (4.53)
X
VS =& f TV (7] - VYTV dy’, (4.54)
z
RT := - &¥ f [03q]| T4 8,y dx’, (4.55)
z
RT" =& f 3qt TV (7 - VYT dx’, (4.56)
z
ZB =7 &Y f O*WHdy, 7* = - f 1Q*¢,(v) dV,. (4.57)
2 +
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4.3.3 Analysis of the boundary integrals

Since the weight function w(x3) vanishes on X, we can alternatively write 7¢ = 8?"521‘“0 and 77 =
c’)f“’oé“”‘(k*““). Replacing k+ay by £, it suffices to analyze the case 77 = 8';54”"‘ forO0<k <4+, 0<I1<4.
First, there is no need to analyze RT and RT because they can be directly controlled by using the energy
bounds (4.7) for the basic state. For the term ST, the boundary regularity is given by the x-regularization
terms instead of the surface tension because we do not need a uniform-in-« estimate for the linearized prob-
lem. Using the jump conditions for [¢] and integrating by parts, we have

¢ 1 _ 6@ _ _
STdr = crf f84[6k64”’k — |- Vo lon Ry dx dr
L 0 JI ! 7,712 '
1 +[Vy
! _ _ _ _ ! _ _ 2
_ Kj(; £84lafa4+[7k(l _ A)lpall‘c+164+lfk(1 _ A)wdx/ dr - Kf f’8216f+164+#k<6>l/j| dx’ dr

2 o M .
— K .
7 fo C(ky) dr

_ 2|t _ 2
<- | \/1?82[6[;64+17klﬁ'2 ‘0 _ 'Wsﬂaf“a“”*kzp

+6|\//_<.92’6k”64” kw

LZ l
(4.58)
For the term SOT,, we have
" _ ' 41 ak d+1-k W/ O (5t . Ok gk 8 ’
ST dr=0¢ "0k ———— |- V(6" - V)3ta* ) dx de
0 0 JX [1 + |€IZ’|2
i3
— f f M1 = My (1= A) (3% - T)af a4 d’ dr
0 JX
i3
— Kf f84161;+164+17k<8>w <6> ((‘—)+ . V)81;64+lfk¢) dx’ dr
0 JX
!
< o C(Ko,x™ 1 + CKy) f | VR334 v de
0
— 2 o 4
+ 5‘ Vi gk gty o, +CKo) f V5, dr
< 0 C(Ko, k™Mt + C(Ky) f EX, (1) + EX(r)dr. (4.59)

The term VS can also be directly controlled even if 77 only contains time derivatives. When k < 4 + [, we
. . . . ol .
can use the xk-weighted energy to control it after integrating 02 by parts and using Lemma B.4

VS = f 10855tk g 53 (71 - $)akg*+) ax’
z

- 1 —_ 1
2l ok ad+1-k — 12 2] ak a3+1-k -2 |5t 21 ak
< 2080 1 gl 0k asg g Iy [N 5

S (E5(0) + EX, (0)C(Ko). (4.60)

When k = 4 + [, we can first integrate d; by parts and then integrate FE by parts

f VSdr £ f f 07 ([v]107*'q7) 0767 dx’ dr + f 9> ([v] - V)a‘”’wd

f T P N T N P s
+ 5||321c')t3+1q_||2’_ + |\71|%m |8213?lj/|1 + C(I%o)EOK(O)

< SEX, (1) + C(Ko, k7! (EK(0)+ f E"(T)d‘r). (4.61)
0
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For ZB+Z, the cancellation structure obtained in Section 3.3.1 and Section 3.4 still holds. Following step
4 in Section 3.4, we have

ZoBi + Zoi = F f84l(ai<54+l—kqi _ a;(54+l—klz83qi)(83vi . K]) 6;((_944—1_1(12 dx!
b
T f sQ* [6554”-", N, vl-i] dx’ - f £1Q*¢,r) dv,, (4.62)
b Q*
where the first line is controlled in the same way as VS. Mimicing the proof in step 4 in Section 3.4, we have

F fs‘”(o)i [8?54”7/‘,](’0,\/?] dx’ —f s4léi&i(vii) dv,
s

+

L f 197Q* 056" N, v | a, (4.63)
Q*
whose time integral can be directly controlled by
o o O 4 o
SES, (1) + C(Ko, k") (E"(O) - f EX(1) dT)
0
after integrating by parts one tangential derivative in 6’;54”"‘ .

4.3.4 Uniform-in-n estimates for the linearized approximate system

Summarizing the estimates obtained in Section 4.3.1-Section 4.3.3, we prove that for any ¢ € (0, 1),
!
E“(t) < SE“(H) + C(Ko, k") (EK(O) + f EX(1) dT) :
0

Choosing ¢ > 0 suitably small such that the d-term can be absorbed by the left side and using Gronwall’s
inequality, we find that there exists a time T, > 0 (independent of £ and n), such that

sup EX(1) < C'(Ko, k HEX(0)

0<t<T,

for some positive function C’ continuous in its arguments. Following the argument in remark 4.3, it is
straightforward to show that

4 -l
XY f |l Tea|;,_,, dr < PEE*@) Vie[0,T,].
| -

= =0 (@)=21 k=0

4.4 Picard iteration: well-posedness of the nonlinear approximate problem

We already establish the local existence of the linear system (4.1) for each n and the uniform-in-n estimates
for the solution to (4.1). It suffices to prove {(v["}*, plnh= plrlx glnlx ylnl)) hag a strongly convergent subse-
quence (in certain anisotropic Sobolev norms).

4.4.1 The way to recover the nonlinear approximate system

Let us first see how to construct the solution to the nonlinear system (3.1) for fixed « > 0 if the strong conver-
gence result has been proven. We assume that the expected limit is denoted by (vI®}%, ploh® pleolz gleol yleoly
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Then the limit functions satisfy the following system

p[oo],in[”‘xiV[oo],t — (Bl L yeTpleolE 4 e gl = in [0, T] x QF,

(F o)) DT gl (F )] DTl plelx g lele = 0 i [0, 7] x QF,
D:"[w]’ib[""]*i — (plolE L gyl pleolage™ L lelE = in [0, 7] x Q,
D:D[M]’is[m]’i ~0 in [0, T] x QF, (4.64)
IIq[OOJ]] = cHW™) — k(1 = A2 — k(1 — A)d, ™! on[0,T] XX, .
5r!l/[°°] = pllx . pple] on[0,T] xZ,

vg‘x’]’i -0 on [0,T] x X%,

(oA plesleegloolae Glolis ylooly) o = (1 pox g g ey

where pI*! is defined via the equation of state p = p(p, S) and pI*! := gl — J|p*I[2. Also we have
Pl x Sleolx
D; =0, +V V+ g™
1
63(,0[00]

(=1 NI = 9,11y,

Bl y# Z plele T 4

(b= - NI=hgs,

We must prove that bi™"* = ™ in Q*. According to the definition of b"!, the limit function satisfies

[oo], £ _ g [oo],x + (1.[0],£7 oo [oo], 74 oo [co],+ [co],+ oo _
BV = B g (D81 4 BLM G, - ) | = B N = 0,

s

Since Lemma B.3 implies that R%(0) = 0, then the remaining step is to show bl . NI®l|g = 0 holds with in
the lifespan of the solution to (4.64) provided b'°* - NI*l|,_y = 0 on Z. On I, we compute that

[co] [co] [oo]
DY Eh L NIy = pf o EplelE L VIS plele L peE NIl

= (Bl . Gy pleoke L yEol 4 (pleols | loly g Lol | yleo] | (plevls | pyleoly g
N——— N e— N ——

=0onX

ol oo
. v[ ],i)

=plwl+.§¥ =0onX

_ giwl,:giatwlwl _ BEOOLi‘—)[joo],igjgiwlw]
— (B[oo],i . V) (vgoo],j; _ ‘—)E'w],j:ajw[oo]) +BEMJ’i\75m],iaj6ilﬁ[oo] _ Bl[loo],iaialw[oo] _ EZLOOJ’i\_}&m]’iajaiw[m] — 0

=0,yl)

Thus standard L? energy estimate shows that

d%f'b[oo],i ,N[oo]|2 dy = f(ﬁ,l—,[w],i) |b[0<>],i ,N[oo]|2 dx’ < |5V[0<>],t|Loo |b[00],i 'N[m]ﬁ- (4.65)
p) =

Since bl*h* . NI*l|,_; = 0 on I, we conclude that b+ . NIl = ( always holds on X by using Gronwall’s
inequality. Plugging it back to the expression of b[3°°]’i, we find bg‘”]’i = bgw]’i in Q* as desired. Then we can
replace b by b in the limit system (4.64)

ploke P TiEyleols _ (pleols L getTypleols e gleols = in [0,T] x Q
(FHIDE gl — ()l pfTEplole  plole L gel™ L Iels =0 in [0,T] x QF,
1xQ

D EpllE _ (ploole gy ool pleolbget™ ol =

D‘tﬁ‘””ig[oo],t -0 in [0, T] x Q*, (4.66)
ﬂq[m]ﬂ = cHW™) — k(1 = A2 — k(1 — A)d ™! on[0,T] x X, '
Bl = yloolE L NIl pleol . Tl = ) on [0, T] XX,

vgm]’i _ ngﬂsi -0 on [0, T] x =%,

(e (&) ) (=) 0 == £ \E ==
(V[ ],i’b[ ],i’q[ ],i’S[ ]’i9w[ ])|t=O:(vg ’bg ,qg 758 ’w6)9

in which (vI°h= pleel= gleol= ylely exactly gives the solution to the nonlinear approximate system (3.1).
Finally, the divergence constraint Ve plelE = 0 in QF automatically holds thanks to the second equation,
the fourth equation in (4.66) and V¥ - b’(;’i =0in Q*.
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4.4.2 Proof of strong convergence

For a function sequence { f'*}, we define [ f]I"}* := fln*t1l+ _ 1% Then we can write the linear system of
{(v1h=, [B])"=, [g]"-*, [y]")} as follows

pln= D" [y]inl= _ (gl g piliE gl [g)ins 4 ylel" ! ginle — _ flnle in [0, 7] x Q*
T,E"]’in[”J [q]= — T,E”]’inw [b]lh* . plab* Ly L ylnhe 4 oylel ke —f[E"]'i in [0, T] x Q*
D" b1 — (Bl . gy 4 plal (g )il glan ke o — flnle in [0, T] x Q*
De s = — flm= in [0, 7] x Q*
[ta1™=] = o(Hw™) = Hl=1) = k(1 = A1 - k(1 = A)3, [y on [0, 7] x X

N 172 L I (K VU S L Vg [ on [0, T]x X
Vgn],i _ Vgn—l],i _ bgn],i — b[3n—1],t =0 on [0, T] xX*
(1, 161, g1, [y ]"Dl=o = (0,0, 0,0),

(4.67)

where the source terms are defined by

f‘iv[n],: = [p][n—l],iatv[n],: + [p‘—}][n—l],: _§v[n],t + [pVN][n—l],:a3v[n],i

ol 1) R e U 2 0 L N (4.68)
zn],i = [7_—p][n71|,ialq|n],i + [?-pv]lnfl],i .§q|n],i + [TPVN]Infll,iaSq[nl,i

_ ([ﬂ][ﬂ-l],iatblnl,t + [ﬁ‘—)][n—ll,r . vb[n],: + [ﬁVN]ln_“’i(%b[n]’i) . b[n],i

_ (?'pi)["_l]Dfln_”b["]’i . [b][n—llvt, (4.69)
fc"p[n],i = [l—)][n—l],i . ﬁb[n],i + [VN][n—l],ia3b[n],i _ [b][n—l],i . ﬁv[n],i _ [BN][n—l],iaSV[n],i
+ [b][n—l],i(vtp["—l] . V[”]’i), 4.70)
S = [p)in-tle L gl 4 pygin-tleg gl @.71)
with
1 1 -1
[ ._ [n] . Nln-11 _ 5[] ] ._ 0 plnl NIl [l eln] . _ (=119, £lnl
vl = _63<p["](v N ae"), By = 63¢lnl(b N, v = —[N/83 01" 105 f

For 1 < n € N*, we define the energy for the linear system (4.67) as follows

LE () = [E) () + - + [EI ),

3
B0 =0 D [T = 1= 1)
+ k=0 (a)=2l
3+1

2 ! 2
+ 7 [ Ve, + fo | Vke? o 1™ dr, 0<1<3, (4.72)
k=0

where 7% := (w(x3)03)*9;°d]' 87> with the multi-index @ = (o, @1, @2,0, @4), (@) = @p+a1 +a2+2X0+ay.
It should be noted that the initial value of [EX]""!. Thus, we shall prove the following proposition in order for
the strong convergence.

Proposition 4.2. There exists a time 7, > 0 depending on x and Ko, such that

, 1 , .
V2 <nelN*, sup [EX]"(r) < Z( sup [E]"U(5) + sup [EK][”2](t)]. (4.73)

0<I<T}, 0<I<T} 0<t<T}

The proof of proposition is substantially similar to the estimates of £(¢) in Section 4.3, so we will not go
into every detail but only write the sketch of the proof.
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Step 1: Div-Curl analysis and reduction of pressure

The reduction of pressure follows in the same way as in Section 3.6.1. Invoking the momentum equation, we
have

[n]

—@s ") DLl = plE D [ — (ol I 4 f 4 (@30T gy g

Then using 6‘0 8 - 0; ‘pﬁ we can convert dg to a spatial derivative of v and b plus the given term d3¢!"*.
For the d1v curl analysis, using (B.1), we have for0 < /<2, 0 <k <2 -1

e N R A

< C(1°<o>(||sz’af'r“([v]l"l’i, [BIM4)2 , +

|82[Vt,0["J X afTa([v][n],i [ ][nJ j:)

2—k—1,+

+ e o |

H53—k—z 6;07-(1 (]I [p] =)

i O’i). (4.74)

The L? estimate is straightforward, so we skip the proof. For the curl part, we again analyze the evolution
equations of vorticity and current

[n]D<P (Vtﬁl"l X [v ][n]) (b["] V‘/’ )(Vtﬂ[’” X [b][n])

= v s I e p s DE [l 4 (B x (@ [p]) + M [DF TV XM, (475)
Dy’ (W‘”‘ 1) - b VI x ) = b s (7 (v )
==V A D v I+ (7 B x (@ ]!
- w“” x (DIl (gt s plilywe [y, (4.76)
Mimicing the proof in Section 4.3.1 and using the vanishing initial value of system (4.67), we can prove
2
HSZIV‘;’[”] % akTa[v] HSZIVLPM > akT(l[b][n] + 82[ ’(ﬁi)[n]b[n],t % (C()f?—a[b]i)
2—k—1,+ 2—k— [, 2k,
¢ 1
< Cky) [ YIER® + B, @ r
0“4 :
Jj=0
4.77)

Similarly, the divergence of [v]"™ can be converted to tangential derivatives of [¢1" and [b]" by invoking
the continuity equation, and the evolution equation of V¥ - [b]1"] is

[n]

b[,”])(a%’["] W) — (7" - BTy v [yl [DF", Ve (b))
Ve (f g pllgtel ! ik 4.78)

D;o[nl (V‘/’[”J . [b][n]) — (8</7

so the divergence part is controlled by

[n] [n]

[ QT [b]h

Je

2-k-1x 2-k—l,x
(4.79)

< [ FmaiTep dqr,

2 !

0 [n]
ot CR [ ;[E13+ (@,
in which the first term will be reduced to tangential estimates.

Step 2: Tangential estimates

It remains to prove the tangential estimates for 77-differentiated system where 77 = §>*3*7* satisfies
az =0,{a) =2l, 0 <k <3-1 0<I<3. We shall introduce the Alinhac good unknowns ([V], [B], [Q]) as
below instead of directly taking tangential derivatives in (4.67).

[F][n] = F[nJrl] _ Fo‘[n] — TY[f][n] _ Ty‘p[njag[”] [f][n] _ Ty‘p[njagp][n—llqln] _ Ty[(p]lniljag[”?l]qlnl
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and it satisfies
TG LI + A ) = o E (e, T @f LA+ D ) = DR+ (21 )
with

[0:]1[."]( = (il["]( flrrtly (Sl[”_l]( ") + lower-order controllable terms

(D1 (f) = DI+ — D=l 1"y 4 Jower-order controllable terms

where €"(f"1), D) are defined by setting ¢ = "), ¢ = =1, fr1l = £ (10 = fin (4.34)-(4.35).
This can be seen by substracting the corresponding identities of F with superscript [n — 1] from the ones with
superscript [#]. The evolution equations of the good unknowns are (with + dropped)

P D VI (bl v B 4 v QI =~ (gl + @ (gl + [R], inQ  (4.80)
FD QI — FI D B - b + v [Vl = —gl ol L e L R], inQ 481
D" [BIM — " - 9 VI 4 BV vy = —p (61T — €I + [R], inQ (4.82)
where [R] terms are controllable in L?(Q) by
IR < CRIAE T @) + [E" () + [E1"2)0)).
The boundary conditions of these good unknowns on the interface X are
[QI" = o7 (HM) = H@" ) = (1 = APT 1" = &1 = D)3, 77 [y
=77y 311" - 7711 [ 959" (4.83)
[V NI = 779, [y + [9]- VT g+ U YT ]+ 7 Vg - ) (4.84)
(W 2= (@5[v]™ - NIYT Yl 4 (950 . NIHTY [y i1 4 [rry N}’”,vE”*”] _ [TV, N,.["‘”,v,[”]]

(4.85)
Given 0 < [ < 3, following Section 4.3.2, we can similarly prove that
d l + nl,+ +\|n|,= nl,= nl,= nl,= n
233 f VI + B + (FHI Q™ ~ (B bl avy
+ Q*
= [STI™ + [ ST + [ VS]" + [RTI + 3 [ RT)"™= + ([ZB]"* + [2]"*) (4.86)
+

+ C(Ko)[E“ 1™y + [E1" ey + (£ (1))

where the term [E4]"1 4+ [E¥]"-2] is produced from the estimates of [¢]"~!1, [¢]""~2]. The above terms on
the right side are defined by

[STI" = & f 77 [1g1""] 8.7 11" d’, 4.87)
z

[ST" = & f 77 11" (51" - DYyt dx’ + & f 77 [1g""] G- T dy, (4.88)
z z
[VS] = & f T g™ (71" - )Ty dx’ + & f 7 [g" ([?"] - V) 77wl dy, (4.89)
z z
[RT]" := — ¥ fz ([ostar™] 779 + 77191 |03g™])) 0T w dx, (4.90)

[RTJ"H o= 5 g f (0511 77 + T (1" Na3g "+ ) (5 - VT + G- Ty [y ") d,
z
4.91)

[ZB][n],i = ¢841 L[Q][n],i[(w][n],j: dx’, [Z][n],j: — _Li 841[Q][n],i(cl[n](vEnJrl],i) _ ([l[n—l](vl{n],i)) d(Vt[”].
(4.92)
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Step 3: Boundary regularity of [/]

The analysis of the boundary integrals is still similar to Section 4.3.3. Since w(x3) = 0 on X, we can rewrite
T tobe 30> for 0 < k <3 +1, 0 << 3. Then the term [ ST]™ gives the regularity of [y]™ after
inserting the jump condition for [¢]"!

!
n n 2
fo [ ST dr < - | Vke®ar w1, ,

- | Ve A+ ZCKo) | BT @) + (£ () dr.
0 0 4+1-k K 0
(4.93)

The term [ ST’]" can be controlled by inserting the jump condition for [¢]"' and then integrating by parts

V-, 1 — A, V1 — A in the three terms in [¢]" respectively. This is essentially the same as shown in Section
4.3.3, so we only list the result

f [ STI" dr < o C(Ko, kMt + C(Kp) f [E9"(7) + [ES () dr (4.94)
0 0

The terms [ RT]", [ RT]"* are also controlled directly with the help of k-weighted enhanced regularity. The
term [ VS]™ is also controlled directly by integrating by parts for one tangential derivative in 8*63*'~* as
in Section 4.3.3. Finally, for the term ([ZB]"* + [Z]"}*), we still have the previously-used cancellation
structure

[ZB][n],t + [Z][n],t é T f84l[Q][n],t [af53+l—k’Ni[n]’ Vl[n],t] dx’ — f 841[Q]t(€l[n](vl[n],i) d(Vt[n]
z Q*

if84[[Q][n],i [afgsu—k’Ni[n—l]’vl[n+1],i] dy’ +f 841[Q][n],iql[n—l](vl[n],i)d(vt[n]
2 +
(4.95)

where the omitted terms are controlled in the same way as [ VS]"!, Mimicing the proof in step 4 in Section
3.4, we have

- f Qi [af53+l—k’ Ni[n]’vl[n],t] Ay — f QUG () g1
b Q*

L f 12" [QIM* [ NIy = | g, (4.96)
whose time integral can be directly controlled by

STE(0) + C(Rou k™) f (B + (B9 (o) dr
0

after integrating by parts for one tangential derivative in 8;653””‘ . Similar estimate applies to the second line
of [ZB]"* + [Z]ih*:

!
f (if84l[Q][n],+ [65834—[—14’1\7’.[11—1]’Vl[n+1],i] dx’ +f 841[Q][n],i¢l[n—l](vEn],i)d(vt[n] dr
0 z +

< S[EX™ (1) + C(Ko k1) f LE1"(7) + [EX]" N (r) + [E<)" 2 (7) dr
0

Step 4: Convergence

Summarizing the above estimates and using [EX]"1(0) = 0, we obtain the energy inequality

[E1")(r) < SLE<I™(5) + C(Ko, k71 f [E1")(r) + [E<]" N (r) + [E<]" 2 (7) dr.
0
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Choosing 0 < ¢ < 1 suitably small, the 6-term can be absorbed by the left side. Thus, there exists a time
T, > 0 depending on «, K and independent of n, such that

, 1 , .
sup [E<]"(r) < —( sup [E<1" (1) + sup [EK][”‘Z](t)J, (4.97)
0<i<T} 4 \o<i<ry 0<i<T}
and thus we know by induction that
sup [EX)"(1) < C(Ko,k1)/2" " > 0asn — +co. (4.98)

0<I<T

Hence, for any fixed « > 0, the sequence of approximate solutions {(v"h*, plrh+ plnlx glal= ylny) o has a
strongly convergent subsequence. We write the limit function to be {(VI®°h*, pll= pleoltgleolx yleolyy o to
keep consistent with the notations in Section 4.4.1.

4.4.3 Well-posedness of the nonlinear approximate problem for each fixed «

According to the argument about the limiting process in Section 4.4.1, we know the limit of b"}* coincides
with the limit of b"*. Thus, the limit functions {(VI®}*, plb= gleol= yllyy . introduced in Section 4.4.1
exactly give the solution to the nonlinear x-problem (3.1) in the time interval [0, 7] for each fixed « > 0. The
uniqueness follows from a parallel argument.

5 Well-posedness of current-vortex sheets with surface tension

We are ready to prove the local well-posedness of the original system (1.33) for 3D compressible current-
vortex sheets with fixed surface tension coefficient o > 0. Recall that we introduce the nonlinear approximate
system (3.1) indexed by x > 0. In Section 4, we use Galerkin approximation and Picard iteration to prove
the well-posedness of (3.1) for each fixed « > 0. The lifespan for (3.1) may rely on x > 0. Then we prove
the uniform-in-« estimates for (3.1) without loss of regularity so that we can extend the solution of (3.1) to
a k-independent lifespan [0, T]. In Appendix D, we construct the initial data of (3.1) that converges to the
given initial data of (1.33) as x — 0. Thus, by taking k — 0, we obtain the local existence of the original
system (1.33) and the energy estimates for E(¢) defined in (1.36) without loss of regularity.

It remains to prove the uniqueness. Namely, we assume b= ptil= gl 1y and (vI2h* pl2he | G121+ 12
are two solutions to (1.33) with the same initial data. Define [f] := I — f21_ and we need to prove
(IvI%, [b1%, [¢1%, [y]) are identically zero. In fact, the argument for uniqueness is quite similar to the analysis
in Section 4.4.2. The only difference is that the boundary regularity is now given by the surface tension
instead of the «-regularization terms. This has been studied in the previous paper [55, Section 6] by Luo and
the author, so we refer to [55, Section 6] and omit the details here.

6 Incompressible and zero-surface-tension limits
This section is devoted to the justification of incompressible limit and zero-surface-tension limit under certain

stability conditions, that is the limiting behavior of the local-in-time solution of (1.33) ase — 0 and o — 0.
Given o > 0, we introduce the equations of (&7, w*”, h*7) incompressible current-vortex sheets together
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with a transport equation of entropy &7

=0 =

RET(D, + w7 - VEWET — (BT . VEHRET + VEII® =0 in [0, T] x QF,

VE .t = in [0, T] x Q%,

0y + W=7 - VENREC = (b7 . VE =0 in [0, T] x QF,

VE . pEe =0 in [0, T] x QF,

(al + Wi,()’ . VE”)%JL,W - 0 in [0’ T] X Qi, (61)
M=oV | —— 0,71 %2,

M7y = o ( Tw) on (0.7}

0,£7 = wh" . N on [0,T] XX,

h*7 N7 =0 on[0,T] XX,

WET hET, G5 €M) img = Wy, b5, G5, ET),

where E7(f,x) = x3 + x(x3)é7(t, x’) to be the extension of &7 in Q and N7 := (—515", —525”, 1)T. The
quantity IT* := I1* + %Ihi|2 represent the total pressure for the incompressible equations with IT* the fluid
pressure functions. The quantity R* satisfies the evolution equation (9, + w* - V¥)R* = 0 with initial data
RT = p*(0, S5).

Denote (&7, vE&7 pE&T pEe0 §£60) (g be the solution of (1.33) (indexed by o and &) with initial
data (Y57, vy™7, by, py ™7, S 5%7). We want to show the convergence from the solutions to (1.33) to the
solution to (6.1) as & — 0 provided the convergence of initial datum. Furthermore, we want to consider the
limit process as both € and oo — 0 under certain stability conditions in order for a comprehensive study about
the local-in-time solutions of current-vortex sheets.

6.1 Incompressible limit for fixed o > 0

We now consider the incompressible limit problem for fixed surface tension coefficient o > 0. We assume

1. (Surface tension is not neglected) o > 0.
2. (Constraints for compressible initial data) The sequence of initial datum (57, vy ™7, by 7, po7, S 5°7) €
H®3(2) x (H3(Q*))* of (1.33) satisfy the constraints V¥ - by*" = 0in Q*, b**7 - N7|,_g = 0 on TUL*,

the compatibility conditions (1.34) up to 7-th order, || < 1 and | [#] | > 0.

3. (Convergence of initial data) (¢, vy ™7, b7, pg =7, S5 57) = (&5, w7, by, RT7, S57) in H(2)X
(HY(Q*)*.

4. (Constraints for incompressible initial data) The incompressible data (£5,wy”, hy”, Ry, S57) €
H(Z) x (H*(Q*))* satisfies the constraints V0 - f = 0in Q*, h*7 - N7|,g = 0 on T U *, |£7] < 2
and [wo] > 0.

Under these assumptions, we can prove that there exists a time 7, > 0 that depends on ¢ and initial data and
is independent of Mach number &, such that the corresponding solutions to (1.33) converge to the solution to
(6.1) as the Mach number € — 0

(ws,(r vi,s,(r bi,a,o‘ pi,s,(r S j:,s,(r) N (é_-()’ Wi,o‘ hi,()’ mi,o‘ Si,(r)

strongly in C([0, Ty ]; H>270(Z) x (HF2(Q*))*Y), and weakly-* in L¥([0, T, ]; H>>(Z) x (H*(Q*))H).

loc loc

In fact, according to estimates obtained in Theorem 1.1, we already have the uniform-in-& boundedness for
Yoo, vEET pEET §EET a5 well as their first-order time derivatives. Thus, using Aubin-Lions compactness
lemma, the above convergence is a straightforward result of uniform-in-¢ estimates. Theorem 1.2 is proven.

6.2 Double limits in 3D: non-collinearity condition

We want to further study the limit process as both o, & — 0. The difficulty in taking the zero-surface-tension
limit is that we need to seek for the control of ¢ (and its time derivatives) without o-weight to avoid the
dependence on 1/0. Let us first recall what quantities in the estimates of E(f) depend on 1/0.

a. All the commutators C(f), D(f) and the modification terms 7 npag’ f in the Alinhac good unknowns;
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b. The commutators between V¥- (or V¥x) and 6*7 in the div-curl analysis (Note that this commutator
appears without time integral!);

c. The boundary terms RT, RT*;

d. The cancellation structure ZB* + Z*;

e. The most difficult boundary integral VS.

Recall that, when controlling E4(f) (0 < [ < 4), we analyze the s*-weighted §**~'9*7*-differentiated
tangential estimates for 0 < k < 4 — [, (@) = 2/, @3 = 0 and #*~*~!9*7*-differentiated divergence equations
and vorticity equations for 0 < k <3 — [, (@) = 2, a3 = 0. To get rid of the dependence on 1/c, the above
quantities (a)-(e) should be controlled in the following way

e Quantities (a), (d) can be controlled if we have the estimates of |82’6f7'”1,b|4_k_1 (under time integral)
forO<k<4-1<a)=2l a3 =0;

e Quantity (c) can be controlled if we have the estimates of |52’6’,“T “Yl4.5-x—; (under time integral) for
0<k<d4-Lk+I1>1,<a)=2l, a3=0;

e Quantity (b) can be controlled if we have the estimates of |e*0*7?y|s_;_; (NOT under time integral)
forO<k<4-1<a)y=2l a3 =0;

e Quantity (e) must be completely eliminated.

It is easy to see that merely invoking the kinematic boundary condition and using trace lemma does not
solve any issue apart from the first bullet above. In order to seek for o-independent estimates for ¢ and its
time derivatives, we require the stability condition (1.40) when the space dimension is 3, that is, for some
d0 € (0, )

b 8 b

0 <o <a*[b™ x [7]| < (1-60)[b* xb7| on[0,T]xZ, (6.2)

where we view b* = (b*, b3,0)", 7] = ([v11, [v21,0)" as vectors lying on the plane T2 x {x3 =0} cR3to
define the exterior product. The quantity a* is defined by

+12
ot
a* = p+(1 +(C—i) ]

and c% := |b*|/ vp* represents the Alfvén speed, ¢ := +/dp*/dp* represents the sound speed. This condition
implies the following two important features:

1. Magnetics fields are not collinear on X, which allows us to gain 1/2-order regularity of the free interface.
2. Quantitative relations between b* and [v] on X are given, which allows us to completely eliminate the
problematic term VS.

We define the following energy functional E(7) for the compressible current-vortex sheet system (1.33) in
order to prove uniform-in-(g, o) estimates.

4 4+]

~ ~ ~ 2

E@ = ) Ea(®), Esa®) = Eau()+ )" [0y, 5, (6.3)
1=0 k=0

where term added to E4(¢) is exactly the enhanced regularity for the free interface contributed by the non-
collinearity stability condition (6.2).
6.2.1 Enhanced regularity of the interface: non-collinearity of magnetic fields

Recall that the magnetic fields satisfy the constraint »* - N = 0 on X, that is, by = bfglw + b;gzlﬁ. So, we

can solve Ay in terms of b* without any derivatives thanks to b* x b~ # 0. However, due to the anisotropy
of the function spaces, we have to take derivatives on the constraint before we use trace lemma. We have the
following estimates for the interface function y.

Lemma 6.1. For s > 3, one has

001 < PAD*lomtner 167 2. ) (105025l lKOY Do + 10Uy + KOV D*IGL) — (64)
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Proof. Taking 8% in the constraint b* - N = 0 for s > 3, we get

e - £+
9@yt = —:2;” +bb_2b{f’
— — - — _
BIONOYy + Bi0@y = [ i DR
bl_al<(9>5_il,[/ + b5(92<(9>5_7lﬁ = fb_ _ b+f— _ b—f+
D)y = A— 1
biby —byb;
with £ 1= (9)2((@)*~'b* - N) + (@) ([(3)*", b*, N]) + [(8)7, b*-1(8)*"'N. The L*(Z) norms of the last two
terms in f;° can be directly controlled via Kato-Ponce type inequality (Lemma B.6)

— — — — 1 — 11— —
|[<0)‘H,bi,N] 1|l + D lwrsl0W],_3 S I|33<5>‘Y_2billéiill<5)s_lbiII&ilé‘lﬁlwm + 167 113,21091,_3

+
<,
2

[@)F,6=1@) ' N|| < 1@ 61001 < 165,210, -1

Then the regularity of the free interface is given by b*

3 T+ + + 3 +13 +13 o WL (Fs—1p+
B0, < POB*flo < PUD T 2 i) (1% e I + B+ [@F (715 W) ).

To control the boundary norm of (5)5“%19i -N, we again convert it to an interior integral and use the divergence
constraint 0 = V¢ - b* = V- b* + 35b* - N in Q*.

|<5>% (@ 'v* N)|2 =52 Qi<5>%a3 (@°'6* - N) @ (@)'b* - N) dx

@1

== ¢2f 95 ((@'b* -N) (5>(<5>5—%bi.N) dx

72 | (31 (0:b* - N) (D) ((5)“’%bi . N) dx
gi

F2 Li (<5>S—lbi - 03N — [(5)5—1’ N] 83bi) <5> ((5)5-%[,1 . N) dx

B fﬂ*<5>s_l (030(¥ - b)) (@) (@) b - N) dx
F Zf ((5>x71bi 93N - [@)‘H,N-] 33[91) @ (<5>S7%bi -N) N
Q+
< P(0glw=) (160) D*llo.= + 1K) b*1lo . + 1B 203b* llo.+ ) 11€) B lo -

[m]

Lemma 6.1 shows that the H**? (Z) norm of the free interface ¥ can be converted to lower-order terms and
H:(Q*) norms of b*. Thus, the “non-collinearity” of b* and b~ on X brings the gain of 1/2-order regularity
for the interface. Given [ € {0, 1,2, 3,4}, the definition of E4(f) suggests that £2(3)2b* € H*'(Q%), thus
letting s = 4 + [ in Lemma 6.1, we can get

— 12 — —
21 + 210y + 207 + 21 2 207 +112
|30 < PUD* s 1) (120 s D ey + 1 B0+ 125 ) -

Similarly, we can show the enhanced regularity for the time derivatives of ¢ after replacing (5)"% by
@yt ok
Lemma 6.2. For3<seN*and1 <k <s-—1, k € N*, one has

k—1
0Oy < P(I6¥ 1, W) 3 00005, + B0l
s Z :

S

+ K0 b [l0,1103(0) 234 b*[lo,« + ||<5>°'—"a’;b*||é,i), (6.5)
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where the number of time derivatives in ||b*||;.. appearing on the right side does not exceed k. The term
03(0)**26"b* does not appear when s — k = 1.

In the study of E4y(7) for 0 < I < 4, we have £?0579h € L*(Q*) for 0 < k < I, {a) = 2I, a3 = 0. It
should also be noted that there is no loss of Mach number in the estimates of 3y because the number of time
derivatives appearing on the right side of (6.5) does not exceed that on the left side. Thus, the above estimates
directly help us to control the quantities mentioned in (a), (c), (d).

Apart from the term VS in (e), we still need to control the commutators mentioned in (d), namely

19577, ve-lflls_,_, and |2 1087, Vexf[[,_,_ for f = v.band 0 < I <4, k+1>1, (@) = 2L, a5 =0,
in which the highest order terms have the form £%(93¢) ' (00T *¢)(05 f) whose estimate requires the bound
for |00 Tyl3_,_,. We can also assume a4 = 0 because ¢ has C*-regularity in x3-direction. Such terms

appear without time integral, so we have control them by P(E )+ P(E ) fot P(E (7)) dr. Letting s = 3.5+
in Lemma 6.1 for 0 </ < 4, using interpolation and Young’s inequality, we get

1003, ) < PAIb* s s 1% 13,5 100 1w) (1183) ' D* 10 £ 1OY ' b* o« + 10 5, + IKOY I3 )
< PUIb* o416 5% 13,2, [0l
(19@" 511 10 @ 511 K@Y 515 @Y 75 +180 .+ 16B) 5 o 1@ b o)
< 6 (193¢0 *'b* 15 . + 1KY 'b*15 )
+ PIb* et s 1% 3.5 100w, 671 (IBY 'BEIG . + KDY *'b* llo.« + 1003 5,)

!
S 6”bi||42prl,*,i + PUIb5 13415+ 1002 541) +f P(||3rbi(7')||3+z,*,¢, |3z6¢(7’)|2.5+1) dr.
0

Similarly, we can show that forO </ <4, k+1> 1, (@) =ap + a; + a; =2l (a3 = a4 = 0)

2

+112 + O ajt
R [FRRE ( OVRN F AZA |

= keora 2
‘aa,f/' "y L

1+21-ag qk+ag
[+ 2engfreny

k
3kl /
Jj=0

!
- f P (118:6* (D)ll341.+ 100 Y(Dl541- -0 ) dT-
0
Since there is no loss of weights of Mach number when applying Lemma 6.1-Lemma 6.2 to the esti-

mates of compressible current-vortex sheet system (1.33), we can conclude the enhanced regularity, which is
uniform in (g, o), of the free interface by the following proposition.

Proposition 6.3. For/ € {0,1,2,3,4} and k <4 + [, k € N, we have

1. When0<k<3+1
) (-1), -1y, ¢ 5
207 ak = = = +
|s 39r¢’(’)|3_5+,,k < P[ Z E4+j(0)] + P( Z E4+j(z)] [ fo P(Z E4+J-(T)) dr +||p (z)||4+l’*’+].
Jj=0 Jj=0 Jj=0
(6.6)
2. Whenk=4+1:

2 — — . 2 B —
|0 ), < P(Vlyi) (“32’<a>a§”v— ) i) + 7 |g”aa,3”w(t)'05
(I=1),

t L
> Earj(O)|+ f P[Z E4+j(r)] dr. (6.7)
J=0 0 =0

Proof. When k < 3 + [, the inequality (6.6) is a direct consequence of Lemma 6.1 and Lemma 6.2. Indeed,
we just need to write the ¢ term to be P(E(0)) + P(E(?)) fot P(E(7))dr. This can be done by applying again

2 _
. + ”82”2(6)(9[3”Dfipi
+

+ P
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6.1 and Lemma 6.2 to the ¢ term appearing on the right side of (6.4) and (6.5) by replacing s = 4 + [ — k with
s =3.5+1—-k When k =4 + [, we just differentiate the kinematic boundary condition 9,4 = v* - N to get

= N + 5 VY + (07 v N,

where the second term contributes to the second term on the right side of (6.7) and the last term contributes
to the second line of (6.7). For (9t3+lvi - N, we again use Gauss-Green formula to covert its boundary norm to
an interior integral and use §5v* - N = V¥ . v* — V-7 = —£2D¥* p* — V - 7* to replace the normal derivative
by tangential derivative. O

6.2.2 Elimination of VS term: Friedrichs secondary symmetrization

With the new energy functional (6.3), quantities (a)-(d) mentioned at the beginning of Section 6.2 are all
controlled by P(E(0)) + P(E(?)) fot P(E(7)) dt thanks to Proposition 6.3. The terms that appear without time

integral on the right side of (6.6) and (6.7) can also be converted to the form P(E(O)) + P(E(t)) fot P(E(T)) dr
via div-curl analysis or tangential estimates. In other words, we have reached the following energy inequality
for E(t)

E(t) < SE(1) + P(E(0)) + P(E(?) f P(E(t))dr + VS, (6.8)
0

so it remains to control or eliminate the term VS arising from the estimates of E(¢), such that we can close
the energy estimates for E(¢) and also get rid of the dependence on 1/0-.
Motivation for Friedrichs secondary symmetrization

The regularity for the free interface needed in the control of VS is higher than the one we obtain in Proposition
6.3. So, we alternatively try to completely eliminate the term VS by utilizing the jump of tangential magnetic
field. Recall that the term VS is generated due to the discontinuity in tangential velocity

VS = f Tr¢ (7] - VYT Yy dx’,
z

in which we may try to insert a term II,ul_)]] into [v] such that I[\"/ - [11—7]] = 0 on X for some function g*. Such
functions ji* do exist and are unique thanks to the non-collinearity b* }f b~ on X:

{m DR i ot A LY B G 3 10)E 69)

Iva1 = b5 — by T —biby G xb

Next, a natural question is how to produce such [[ﬁﬁ]]-terms in the tangential estimates. Recall that

the discontinuity term ([¥] - V)T is produced by taking substraction bewteen the equations of V»* - N
which originates from % fm p=[V7=[2dV,. That is, we need to replace the variable v* by v* — g*b* in the

momentum equation in order to create the elimination [[\7 - ﬁB]] = 0. However, such replacement in the
momentum equation will make the compressible ideal MHD system (1.33) no longer symmetric, which will
further lead to the failure of L? energy conservation. Hence, we must re-symmetrize the hyperbolic system
after replacing v by v — ub for suitable function p.

The technique we use is the so-called Friedrichs secondary symmetrization [30]. For compressible ideal
MHD system, the symmetrizer was explicitly calculated in Trakhinin [79]. Let u(z, x) = (¢, X )n(x3) where
n(x3) € C2(R) is a smooth, non-negative, even function satisfying 7(0) = 1 and n(x3) = 0 when [x3| > ¢; for
some sufficiently small constant §; > 0. Inserting this 7 is to localise the function y* near the interface X.
The new system takes the form

pDYv = (b - V)b + V¥(p + 31bP) = pp (DY = (b - V¥)v + b(V¥ - v)) = 0,
FpDfp+ V¢ v+ uF, (oDfv-b+b-V¢p) =0 (6.10)
Dfb = (b-V¥) +b(V¢ - v) = u(pDfv = (b - V)b + V¥(p + 3bP)) = 0,
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where these equations are obtained by

new momentum equation = momentum equation — yp(evolution equation of b),
new continuity equation = continuity equation + u% ,(momentum equation) - b,

new evolution equation of » = momentum equation — y(momentum equation).

Note that in the second equation we use the fact that (V¥(1/2|b%) = (b- V¥)b) - b = (b x (V¥ x b)) - b = 0.
Now we need to re-consider the tangential estimates in order to avoid the appearance of the term VS. Given
a tangential derivative 77 (y3; = 0), the 7 7-differentiated current-vortex sheet system is reformulated in the
corresponding Alinhac good unknowns (V*, B*,P*, Q*, S*) as follows

PDIEVE = (b - V)B* + VPQ* — 1i*p*(DFB* — (b- VV* + b5 (V¥ - V¥)) = R — 6(g*) + u*p*b*6,(v),

(6.11)
FrDP P+ V9 VE 4 F X (p* DIV - b* + b* - VP*) = R, — €(vF) — (" F, b* - €(g™),
(6.12)
DY*B* — (b* - V)V + b* (V¥ - V*) — u(p* DY V* — (b* - V9)B* + V#Q*) = R — b*C;(vy) + u*C(g*)
(6.13)
DY*S* = D(ST), (6.14)
where R}, R}, R’; terms consist of the following commutators
R = RE =yt p* Ry + [T, 1t p*1 (DFFb* — (b* - VO™ + (V9 -v*)) (6.15)
Ry! = RE + (= Fib* - RE = [T, 1 F 1 (p*DIv* - b* = (b* - V9)p*) (6.16)
Ry* = RE -yt p*RE + [T, u*] (DFvE = (b* - VO)b* + Vog*), 6.17)
with R}, R, R, defined in (3.11)-(3.13). The boundary conditions on the interface X are
QI = T "HW) - [039] T'¢ on[0,T] XX, (6.18)
VEN =T + 7 - VT —W* on[0,T] X Z, (6.19)
b*-N=0=B*-N=5b*-VT'% - W on[0,T] xZ, (6.20)
and the boundary term W?* is
Wi = @sf* - Ty + [T N 1. f =v.b. (6.21)

Note that w(x3)|z = 0, so all boundary conditions are vanishing when y4 > 0.

Analysis in the interior

Recall that the term VS originates from the tangential estimates. After doing Friedrichs secondary symmtri-
sation, we shall consider the tangential estimates for the following functional

G (1) := % fg ) PEIVER + B + F(P*)? = 2u*p*V* - B* + 2u*p*F, P(b* - V*)dV, (6.22)
instead of the one used in Section 3
G*(1) := % fQ PHIVEP + B[ + F,5(P*)* dV,.
Using Reynolds’s transport theorem, we have
% G4 (1) = fg t PEDIEVE - (VE - *B* 1 A PAb*) AV, + fg 1 DFB® - (B* — 1i*p*VH) dV,
+ f FEDIPHRT + ptptht VAV, + RS, (6.23)

= G‘li',# + G;»ﬂ + GSi,# + R‘l—*‘aﬂ
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where
1
2

- fi D u (ini -BF + p*FyPE(bT - Vi)) dv,. (6.24)

R (V“’-v*)(lBi|2+( ?;Pi)z) dv, + f EFEPE(DF (p*b*) - VE) dV,
Qi Qi

Invoking the evolution equations of good unknowns (3.11)-(3.13) (NOT (6.11)-(6.13)!), we get
Gi# = [ 07 VB (v B 0V, - [ QT (vE B 0,

+ f FEuE (P DEVE - b*)P* AV, - f €(g*) - (VE — i B*) dV, + f R: - (V* = u*B*) dV,
Q* Q* Q*

+, +, +, +, +,
=G +G +G + R + R (6.25)

In G| and G7}, we integrate by parts to get

11

f V¢ - (utb®)BE dV,
Q:

. O )
=G+ R (6.26)

| =

Gl =- f B* . (b* - V9)VEAV, -

and use V¥ - B* = —E;(b;) to get

GE# =+ fQi(Vi — B - Ndx' + f Q*(V¥ - V¥)dV, + f FQ* Gi(b[i) dv,
) o o

= G," + G}, + G}

121 122° (6.27)

In GE" , we notice that

(=(b* - V)B* + V¥BEb) - b* = ~bH(d/BE)bE + (97 BHbEbE = 0,

so it becomes the following controllable quantities by using symmetry
Gl =- f Tt (b* - VP P dV, + f Frut (RS = S(q™) - b*P* dV,
Q* Q*

1 + +
-- 2 f V¢ (Frutp b )P AV, + f FEUE(RE — 6(q%)) - b*P*dV, = RE* + R, (6.28)
Q* Q*

Note that the terms Gfi’{ and Gli;; already appear in the previous analysis for (1.33) (cf. Section 3), so we no
longer need to put extra effort on it. Next we analyze G; o G;" *#_ Invoking (3.12) and (3.13), we get

+ +

Gj’” = ((b* - V9)VF) - B* d"V,—f bi(V“’-Vi)oBid(V,—f B* - b*C;(v;) dV;
Q*

=G
+ f pEEVE - bE(VE - VAV, + f wEpVE b (v AV, - f pEp*(b* - VEVE - V=AY,
Q* Q* Q*
= -G+ Gl + G + Gy + RS + Ry, (6.29)

and

G = - f (V9 - VEPE AV, — f PEG,(vE) dV, — f P UEDE(VE - VE) - VEQY,
Q* Q* Q*

=Gy’
+ f PRy + 1 (R — G(vH))(p*b* - V*)dV,
Q=

= Gyl + Gy - Gyl + Ry (6.30)
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Now we can see a lot of cancellation structures among these interior integrals. First, using

Q* =P +b* B*+R:, RE= Z TVb% - T b,
1=(y)sin-1

we have

G +Gy' + Gy = f (V¢ - VHR AV, = Ry, 6.31)
Qi

G+ O3 + O3t == [ Q*Cm i) avi+ [ REC) - s v,
= Z** + R} (6.32)

The terms R]i.r‘” (1 £ j < 11) can be directly controlled using the same method in Section 3, so we omit the
details.

. 11

f DR < 6PE®) + P(EO)) + f P(E(r)dr, Ve (0,1). (6.33)
0 = 0

Thus, it again remains to analyze the boundary integral Gg’” and the commutator term Z**.

Elimination of the term VS

The boundary integral Gg *# can be decomposed as follows

Gt + Gyt = fQ*(V* —u'BY) - Nd - fQ’(V’ — B -Ndx
z z

=ST* + ST + VS* + RT# + RT** + ZB** (6.34)
where

STH := fz T 4] 8,7y dx’, (6.35)

ST := fz 77 [q] (&% - 25" - V) Ty dx’, (6.36)

VSH = fz 774 ([v-mb] - V)T7wdx, (6.37)

RT = — fz [65q] 70 0,7y dx’, (6.38)

RT** ;= 7 fz 03q* Ty (v = @*b*) - V) Ty d, (6.39)

ZB*H =7 £Q1(Wf — W) dx’ (6.40)

Among the terms (6.35)-(6.40), ST*, ST*/, RT*, RT** can be analyzed in the same way as in Section
3.3-Section 3.5, so we omit the details. Also, the control of these terms do not depend on 1/0 thanks to
the enhanced regularity of i obtained in Section 6.2.1. With the unique choice of y* in (6.9), the quantity
p — ub has NO jump across the interface  and so VS# = 0. Finally, there is a cancellation structure in
ZB*" + Z*# which is similar to the one observed in Section 3.3-Section 3.5. It suffices to replace v* (in
Section 3.3-Section 3.5) by v* — pu*b* and use V¥ - b* = 0 in QF in order for the same result.
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The stability condition ensures the hyperbolicity

So far, we can prove the following estimates for G**(¢) in tangential estimates:

Savi
Z % f PHIVEP + B + F(P*) = 2u*p*V* - B* + 20 p*F; PH(b* - V) dV, + % f % dx’
=T S+ VP
!
< SE(f) + P(E(0)) + P(E(1)) f P(E(7))dr.
’ (6.41)

To replace the tangential estimates in Section 3.3-Section 3.5, we must guarantee the positive-definiteness
of
+2 +2 + pt)2 + +yt + + tqtpt Lt +
[VoEVE" + [BY" + F 7 (P*)" = 2u™p* V™= - B* + 2u"p " F;P*(b™ - V¥)
+ + + Ci
V|| VoV T

> |\pEVER + B + FE(P*) -2 IB*| -2

Nk

N

+
CS

as a quadratic form of (Vp=V=,B*, | |7 P*) in Q*, respectively. Here we use the fact that 7, = 1/ (pc?) and

ca = |bl/ yp. This is equivalent to show that the following matrix only has strictly positive eigenvalues

Ci
1 —lk= Vp* —IuiI\/piC—i
N
—lu* Vp* 1 0 ;
<
=l s 0 1

s
which is further converted to the following inequalities
+

2 £12
(111)2 1 C_A : + At s B ¥ S + C_;l
0 + e <1inQ* =" xb7|>b" xX[V]|1|p*]|1 + p onX.

s s

Thus, we find that the stability condition (1.40), that is, for some ¢y € (0, %) there holds

+1\2
- - — Cy
(1 = So)b* x 57| = 15¥ x [7]] pi(1+(—’j)]>0 ons,
c*

s

exactly ensures the positive-definiteness of G*#(r). Plugging this into the energy inequality (6.42), we find
that there exists some constant &y € (0, %), such that

6 TYVY
Y2 [ v emeperestay,+ 3 [T o
* z
+

2 — 3
V1 + vyl (6.42)

< SE(t) + P(E(0)) + P(E(1)) f P(E(T))dr, V6 € (0,80/100).
0

6.2.3 Incompressible and zero-surface-tension-limits under the stability condition

Combining the tangential estimates (6.42), the enhanced regularity for  obtained in Section 6.2.1 and the
div-curl analysis in Section 3.6, we conclude the uniform-in-(g, o) estimates of E(¢) by

V6 € (0, 1%), E(t) < SE(1) + P(E(0)) + P(E(?) f P(E(7)) dr. (6.43)
0

Using Gronwall-type argument, we know there exists some 7 > 0 independent of (g, o) such that

sup E(7) < P(E(0)). (6.44)

0<t<T
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With the uniform-in-(g, o) estimates, we can pass the limit &,00 — 0, to the incompressible current-vortex
sheets problem without surface tension under the non-collinearity condition. Given g, o= > 0, let (&7, vy=&7, hE&7  pEe&0 §EET)
be the solution to (1.33) with initial data (Y57, vy, b5, 5>, S 5°7) and let (£°, w0, h*0, &*9) be the

solution to (6.1) with o = 0 with initial data (£, w;*, hg%, 5¥). We assume

a. (g7, vy, by, S57) € HP(2) X HE(QF) x HY () x HE(QF) satisfies the compatibility conditions
(1.34) up to 7-th order, the stability condition (1.42) and |5 ]e < 1.

b. W57, v, by, 8 557) = (€0, w0, &50) in HYS(Z) x HY(QF) x HH(Q*) x HH(Q*) as ,0 — 0.

c. The incompressible initial data satisfies the constraints V¢ - hy = 0in QF, h* - NOI[,:o}xz = 0, the
stability condition

260 < JRE|RE X [wol| < (1 = 280)/g x gl on %, (6.45)

where 6y > 0 is the same constant as in (1.42).

Then, by the Aubin-Lions compactness lemma, it holds that
(l//g’o—, vi,E,o" bi,s,a" Si—,s,a') N (§O, Wr,o’ hi,o’ 61,0)’ (646)

weakly-* in L¥([0, T]; H*3(2) x (H*(Q*))?) and strongly in C([0, T; H}:>°(2) x (H} 2(Q*))?) after possibly
passing to a subsequence. Theorem 1.3 is proven.

6.3 Double limits in 2D: a subsonic zone

When the space dimension d = 2, the substantial part of the proof for well-posedness, uniform estimates and
limit process remains unchanged. In fact, we shall only re-consider the following aspects

e The curl operator now becomes V¢ := (=87, (')‘f)~, so we need to check the special structure given by
Lorentz force in the vorticity analysis .
e The interface is now a 1D curve instead of a 2D surface, thus it is impossible to have “non-parallel”
magnetic fields »* on X. The functions u* are no longer uniquely determined by b7
6.3.1 Modifications in vorticity analysis
In the case of 2D, the equations of vorticity V¥ - v and current density V¥ - b are
pDY (V4L -v) = (b - VE)(V9* - b) = — (V¥4 p) - (DFV) — p(V94y)) - (V?v) +(V94h)) - (Vfb),
(6.47)
DY (V9* - b) = (b - V)(VE* - v) — b - VEH (V2 - y) = — (VO - B) (V2 - v) — (V1)) - (V?b) +(Vo4D)) - (va),
(6.48)

which has the same structure as (3.143)-(3.144). Thus, we expect to adopt the strategy in Section 3.6 to prove
the div-curl estimates. The only slight difference is the structure of Lorentz force. Let us take the 93-estimate
of V¥ - (v, b) for an example. In this case, the problematic term (in the analogue of K7 in (3.147)) becomes

K = | @Vt b*) (b* - V@V ) AV
Qi
Again, we invoke the continuity equation, commute V¥ with D¥* to get
bt - VOV V) £ EBERH D pt — b D p*) £ S (bE6° DI p*) - b DI (9 p*)).
Then we plug the momentum equation

—6‘fp = pD‘fvl - bla‘fbl - bzagbl + blafbl + bzasz = pD‘fVl + bz(Vw’l . b)
—6‘§p = pD;PV2 - blasz - bzagbz + blﬁ‘fbl + bzagbz = pD‘sz - b] (V‘P’J' . b)
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to get

H

b VL@V ) £ Frpt (bt B DFE) - Ff (057 + (05)7) DYV - b), bt 1= (=ba.by).

Thus, the term Kf' can be controlled in a similar manner as in Section 3.6
Klil é (03v¢p,J_ . bj:) (?pipj:bi,J_ . 63(Dttpi)2vi) d(vt
Q:t

- | FP@ Vb (DFFFVE - b AV,
Q=

+ + 1 + + |7+ +
= | @Vvet b (Frptb=t - @ (DF)) dV, - 5 f NSRS 7l L A A i 4
Q* Q*

1d 2143 2
S el e,
Hence, the curl estimate (3.152) should be modified to be

1d

53 )P |3 (Ve O+ (1 + FEDP) [V 5] AV < PEEL@) + Es(1). (6.49)
Qi

6.3.2 Different choice of u* and stability condition

Since the non-collinearity of 5* no longer holds, we need to re-consider the choice of i* used in Fredriches
secondary symmetrization. We prove the following lemma, which is analogous to Morando-Trebeschi-
Secchi-Yuan [65, Lemma 5.1] for the constant rectilinear background solution of the linearized problem.

Lemma 6.4. There exist functions i*(z, x;) satisfying

[vi - b1 ] = 0 and 7% < 1/a* on[0,TIXE, a* := Jp* (1 +(c%/ct))

if and only if the following inequality holds

[2{
[villl<—+— on[0,T]xZX. (6.50)
a
Under (6.50), the functions a* are chosen to be
sgn(b¥) a* [v
e smbha v 6s1)

a bt +a*lb

Proof. First, we shall exclude the possibility for bf = 0 at some point (x;,0) € X because of [v;] # 0
everywhere on X.

Case 1: One of the two magnetic fields is vanishing on X, e.g., we assume |b{| > 0 = |b]| on Z, then
[vi = fbi]] = O directly gives us g* = [vi]/b] and fi~ can be any function satisfying the hyperbolicity
constraint |@~| < 1/a”. For simplicity, we may choose i~ = 0. Solving the constraint [g*| < 1/a™ gives
us [[vill| < |b{]/a* as a special case of (6.50). Similarly, when || > 0 = [b]| on X, we can choose
i~ = —[vi]/b] and i* can be any function satisfying the hyperbolicity constraint |[z*| < 1/a* and we may
choose i* = 0 for simplicity.

Remark 6.1. One can verify that if by = 0 on Z, then b must be identically zero on Z. In fact, restricting the
equation of b onto X and doing L? estimate shows that %|b*|(2) < Clov| Lmlbi%. Using Gronwall’s inequality
and byly = 0 yields the result.

Case 2: bf are not identically zero on Z. In this case, we may assume Iblil > 0 on X as well. In fact, if b}

vanishes at some point (x;,0) € X, then we can follow the choice of a* as in case 1 to determine the function
i* at this point. Note that the functions g* = [v{] /b], i~ = 0 still satisfies (6.51), so they do not break the
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continuity and differentiability of (6.51) at the points where one of b} vanishes. Thus, making the assumption
|b7| > 0 on X is reasonable.

The “if” part is easy to prove. Indeed, when the stability condition (6.50) holds on X, we can set &* as in
(6.51). The direct computation shows that such g* satisfy [v, — jzb;]] = 0 on X and |a*| < 1/a*. Let us prove
the “only if” part. When |b7| > 0 on X, we can write

. Il +gb7
H= —
1

Using |a*| < 1/a*, we can solve the inequality by

1 [l by __ 1 vl
R

where i~ should also satisfy |z~| < 1/a”. Assume b} < 0 for simplicity (that is, the horizontal directions of
b* on X are the same). Combining these two requirements, we find that the following inequality is necessary

bt by bt by
|[[v1]]|<——1+——1=u+u. (6.52)
a

a at a

Similar calculation for the case b7 > 0 and the case bTh] < 0 also leads to the same inequality as above. O

7 Improved incompressible limit for well-prepared initial data

In this final section, we aim to drop the redundant assumptions on the well-prepared initial data, namely
v|=o = O(1) for 2 < k < 4, when taking the incompressible limit. Compared with the energy E(z) that we
use to prove the local existence, there is a new difficulty in the control of the “weaker” energy €(¢): There
exhibits a loss of weight of Mach number in §°d,-tangential estimates when analyzing &, (¢). In particular, we
have to control the following quantity in the cancellation structure in Z* + ZB*,

jlﬁaaméNmﬁ&awdm
Q

in which 9;q has to be uniformly bounded with respect to Mach number. However, now we only have
V¢ -v = O(¢) and 0;q = O(1/e), which leads to a loss of e-weight. Besides, similar difficulty also appears
in the control of — fgi V= - €(g*)dV,. Indeed, such loss of e-weight necessarily happens in 536,—tangential
estimates because of the following two reasons

1. 8°9,q needs one more e-weight than 8°9,v; B
2. The (extension of) normal vector N, which arises from the commutator [8°3;, N; /03,05 f] in €;(f),
may NOT absorb a time derivative.

As we can see, this type of difficulty never appears in the fixed-domain setting because the commutator
terms C(f) are contributed by the free-interface motion. To get rid of the loss of Mach number, we have to
find a new way to control v;, b; and also avoid the appearance of | \/oVd|3 without e-weight.

7.1 The weaker energy for the improved incompressible limit
As in (1.50)-(1.51), we consider the new energy functional
C(1) := C4(t) + E5(1) + Eo(t) + E7(¢) + Eg(1)
€(1) := €4() + Es() + Es(t) + E7(1) + Eg(1)
where

8,0, b%, 8%, (F)? p*)

6= 3 lor b7 5% o, + Vel + - +|Voaul;

=3+

T pY)

2
et Vosdul;_, (7.1)

4

+ i leohoe, %, 5=, (7
k=2
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and
Co() = Gu(1) + WL 5 + 105 + 020 + |ed2u]] . + el (7.2)

We aim to prove uniform-in-¢ estimates for €(¢) for each o > 0 and prove uniform-in-(g, o) estimates for
€(#) under the stability condition (1.40) (replaced with (1.47) in the 2D case). Let us analyze the estimates
for different k in €4(¢) and €4 (7).

The case k = 0

When k = 0, the reduction of v, b is the same as in Section 3. That is, we use the div-curl analysis to convert
normal derivatives to tangential derivatives

0%, 5 2 < COpla Wty (5715 . + 9w, w2 o b+ [Bom o0 ). )
!

Ve v [a, s |17 ptln, . [IVe x 0% 09|, < 66u0 + fo P(G4(1)) + Gs(7) d, (7.4)

1418 . < oD v, + [l - vl (7.5)

— _ 2
The 9*-control is proved in almost the same way as in Section 3.3.1 which gives the control of ’ \/EW/L. The

only difference is the treatment of RT defined in (3.33) because we need to avoid using /o-weight enenrgy
when taking the limit o — 0. Using Kato-Ponce type porduct estimate (B.7) in Lemma B.6, we have

RT = fz [0:q1 80w, < |[03q1 80, Wikss < llg*Ilslla sl s (7.6)

So, we need to find (&, 0)-independent control of Izﬁli5 and |a,¢|§'5.

The case k = 1

When k = 1, we cannot use the above div-curl inequality because we must avoid 8°0,-estimate. Instead, we
use the div-curl inequality (B.2) to get

+ + tv2 + + + + + |2
@™, 8:b*)I5, < C(Wl3.s, |Vw|wm>(||atv—, Ob* 5. + ||V - @, 8:6%), V¢ x 0%, 8,67,
+lon* - N.ab* - N, ) (1.7)

The divergence part and the curl part are controlled in the same way as Section 3.6, so we do not repeat the
analysis here. The boundary normal trace for b, is easy to control. Using b* - N = 0, we have b, - N = b - Vi,
and thus

b* - Vy,

£ a2 2 +
|06 - N, 5 = s S IR Ll . (7.8)

For the normal trace |0,v* - N |§.5’ we invoke the kinematic boundary condition 9,4 = v* - N to get

— 2
00 Ny < 070l +[7* - T, s [07ul + 1R dwil 19)

Since we avoid 536,-tangential estimates, we must seek for another way to find e-independent estimates for
|3tz¢|§_ s and | \/Eﬁ,:,lfﬁ. Also, under the stability condition (1.40), we need to find (g, o)-independent control

of WL 5, 18R 5 ,|2u]; ; and | vad ..

Thecase2 <k <4

When k = 2, 3,4, the reduction stays the same as in Section 3. The reason is that §g share the same weight
of Mach number as v which helps us avoid the loss of e-weight in €(g).
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7.2 The evolution equation of the free interface and its paralinearization

To prove the uniform-in-¢ estimates for €(¢) and the uniform-in-(g, o) estimates for @(r) under the stabil-
ity condition (1.40), it remains to prove the e-indenpedent control of |¥lys, |Wil35, [Wils and |vow,ls by
P(€(0)) + P(C(1)) fot P(C(7))dr and (&, 0)-indenpedent control of them by P(€(0)) + P(C(1)) fol P(€(1))dr.

Since we already avoid 536,-tangential estimates, we shall further analyze the evolution equation of the free
interface.

7.2.1 Derivation of the equation

We take 9, in the kinematic boundary condition to get 82y = dp* - N — v* - V. Plugging the momentum
equation of (1.33) into the term 9,v* - N, we get

1 — 1 . —
Oy - N = -—N- Vgt — (- V" - N+ —+(bi -V)b*-N onZ.
% %

Using df = v* - N and b* - N = 0 on X, we have

—(F* VW N == (5 - V)a + v - (7 - VIN = =570, — V;570:0,,
(5 - V)* N = B2523:9,0,
and thus
2 1 + 1 T+ —+—+1071 -+
Oy =——N-V?q" +| ;b —v;v; |90y = 2(v" - V)O,y. (7.10)
p* p*

Next we want to separate the boundary value of ¢g* from its interior contribution in order to create an energy
term involving the surface tension. First, taking V¥ in the momentum equation and invoking the continuity
equation in (1.33), we derive a wave-type equation

Ty (D7) p* = Aq* = @IvEVP) - (B7b7)b7),

which can be written as a wave equation of ¢g* thanks to g* = p* + %|bi|2

FrDYq* - Aq* = (D) (%uﬂz) + (@V)OVE) = (OT)(@5bF)  in[0,T]x QF, (7.11)

with a jump condition [¢]] = cH(¢) on X and a Neumann-type boundary condition d3¢g* = 0 on £* (got by
restricting the momentum equations on £*), where we omit the terms in which DY* falls on F-

Definition 7.1. For a function f : ¥ — R, we now define the Dirichlet-to-Neumann operator with respect to
(i, Q%) by

Ny f = F=N - V4ESS), (7.12)
where &7 f is defined to be the harmonic extension of f into Q*, namely
-AE;f)=0 inQ*, &Ef=f onX 05&;f)=0 onX* (7.13)
Thus, we can define a decomposition g* = gj; + g;; satisfying
q; = E;(q"ls) in QF (7.14)

and
1
- Nq;; = —F, (DY) q* + F, (DFF) (§|b+|2) + (@V)OVF) = (07b7)(37b7) in QF (7.15)
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with boundary conditions ¢, = O on X and N - V¥g = 03¢} = 0 on £*. The second boundary conditions
holds thanks to the slip condition for v3, b3 on X. Thus, the evolution equation of ¢ can be written as

PR = £ Ni(q*lx) - N - Voqi + (BFDE — p3i5%) 80w — 2™ v* - V), (7.16)

We now want to resolve ¢*|z in terms of p* and F j by inverting the Dirichlet-to-Neumann operators 9t7.
However, we no longer have fz POy dx’ = fz p0?ydx’ = 0 due to the compressibility of fluids. Thus, we

have to eliminate the zero-frequency part in p*§?y before inverting the Dirichlet-to-Neumann operators. For
a function f : £ = T? — R, we define the Littlewood-Paley projection

Paf =~ (s (s = [ fax.
T
Under this setting, we have
PO = P1o(p*07y) + (0™ 07)s 7.17)
and we insert it back to the evolution equation to get
Poo(p*0j0) = £ W5(q°ls) = (0*7W)s = N - Veqy; + (B7BT — p*v7v7) Bidw = 20*v* -V)dw  (7.18)
= Mg s) + F. (7.19)

Note that the zero-frequency modes of both Po(p*d?) and imi(qﬂz) are vanishing on the interface %, so

we deduce that fz F j = 0 and then (ilti)‘l(F j) is well-defined. Now we can resolve the traces ¢*|s from the
evolution equations of . We have

N (q"1z) + Ny (g s) = Paolllpl 679) - Fj + F,,
=7 m;([[q]] ) + (9 + ) (¢%ls) = Pao(lp] 670) - Fj + F,
= g*ly = N (£ (THW)) + Prollp] F) - [Fu]). (7.20)

where N := ER”’ + 90, (and equivalently we have 9?;-; = %(‘:ﬁ + (iR;; —9t,)) represents the mixed Dirichlet-to-

Neumann operator and [[F ‘”]I =F, *—F v
Plugging (7.20) back into the evolution equation of the free interface, we get

Pao(p07w) = N (q7Is) + Fyy = BN~ (R (aHW) + Paolp] 07w) - Fj + F) + F
= CRGNTN (HW) + NI Fy = W Fy + F + R0 (Pro([lp] 07w))
= CRGNTNG (HW)) + NI Fy + W Fy + 90 (Pao((lp] 67w)).- (7.21)
Similarly, we have
Poo(p™07y) = NI RG(HW)) + Ry R F + Ry Fyy = 090 (Pro(lp] 670)). (7.22)

Now, using the expressions of ‘ﬁi in terms of 9 and ‘ﬁ; — ‘ﬂl; we have
NN NN, f = —‘Jt*i)t T0f+ O - ) = SN f+ EWSR 'O - ), (7.23)
9N,N N f = -in NIMf - ) - N f) = Em;f - Em;iﬁ—l(m; -, (7.24)
and also for g* : ¥ — R with fz g=dx’ =0, we have

e I — - I — -
NN gt + R Nlgm =§(9t—(ﬁt;j—ﬂtw))9t 1g++§(5ﬁ+(‘ﬁ$—$ﬁw))5ﬁ g

t o 1 =
- . £ _ SO = 9% ] (7.25)
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Let f = H(Y) and g* = Fj in (7.23)-(7.25). We find that (7.21) + (7.22) can be written as

o

Polp"07) + Pro(p™00) = = (W5 + R,) (HW) + Fj + F
+ SO0 = )T @ - W)HW)
= O = NYR(ES = Fy) + O = )R (Pao(lp] 67w)) (7.26)
Recall that F j; = 83 — (p*0%Y)s and p*8*y = PLo(p0%Y) + (0*67)s where

;= =N - Voqs + (BEbt — p*vivt) 8id,u — 2% - V)d.

Thus, the evolution equation of the free interface becomes

(0" +pTIGY = T (0 + 95) (HW) + (BB} = p*5i¥) + BB} = p75,5;) 9 = 275, +p75,)9i0

~N-V¢q}, - N-V¥q,
+ SO0 = M) (@ = NHW) - @~ )0 (|5, - po?u ). (7.27)

where the first line is expected to give the +/o-weighted regularity (contributed by surface tension) and the
non-weighted regularity (provided that stability condition (1.40)) for the free interface, the second line will
be converted to the interior estimate of the right side of (7.15), and the last line consists of remainder terms
that can be directly controlled by using paradifferential calculus.

7.2.2 Preliminaries on paradifferential calculus

In the equation (7.27), the term (% + %) (H(y)) is a fully nonlinear term. Although it is well-known
that the Dirichlet-to-Neumann operator is a first-order elliptic operator and the mean-curvature operator is a
second-order elliptic operator, it is still necessary for us to find out their concrete forms and “symmetrize”
the paradifferential formulations in order for an explicit energy estimate. In the remaining part of this pa-
per, we will introduce several preliminary lemmas about paradifferential calculus that have been proven in
Alazard-Burg-Zuily [2]. Following the notations in Métivier [61], we first introduce the basic definition of a
paradifferential operator. Note that the dimension d below is not the same as the one in Section 1.

Definition 7.2 (Symbols). Given r > 0, m € R, we denote F:”(Td ) to be the space of locally bounded

functions a(x’, &) on T x (R4\{0}), which are C*™ with respect to &(& # 0), such that for any @ € N¢,& # 0,
the function x’ — 8? a(x’, £) belongs to W (T¢) and there exists a constant C, such that

|oza(-, &) Co(1 + €)™ Vg > 1/2.

<
Wr,oo(Tzl)
Definition 7.3 (Paradifferential operator). Given a symbol a, we shall define the paradifferential operator
T, by
Tu(€) = ny™ f K& = m,ma(E = n,meenacy) dy (728)
R

where a(6, &) = fw exp(—ix’ - )a(x’, &) dx’ is the Fourier transform of « in variable x’. Here y and ¢ are two
given cut-off functions such that

¢ =0 forlgl <1, ¢ =1 forlyl =2,

and y(6,n) is homogeneous of degree 0 and satisfies that for 0 < g; < &, < 1, y(6,n) = 1 if |6 < &|n| and
x(6,m) =01if |6] > &|n|. We also introduce the semi-norm

M{(a):= sup sup |[(1+|E)"¢a(, &)

lel<4+1+r 121/2

Wy (7.29)
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For m € R, we say T is of order m if for all s € R, T is bounded from H* to H*™".

Proposition 7.1. Letm € R. If a € F(’;‘(Td), then T, is of order m. Moreover, for any s € R, there exists a
constant K such that ||T,||zs gs—n < KM (a).

Proposition 7.2 (Composition, [2, Theorem 3.7]). Let m € R and r > 0. If a € I"(T9), b € T (T%), then
T,Ty, — T is of order m + m’ — r where
1 103 Q@
atth = Z Wagaax,b.
la|<r
Moreover, for all s € R, there exists a constant K such that

ITaTo = Tatllpgs s+ < KMP(@M" (b). (7.30)

Proposition 7.3 (Adjoint, [2, Theorem 3.10]). Letm € R, r > 0 and a € I"*(T¢). We denote by (T,)* the
adjoint operator of T,,. Then (T,)* — T, is of order m — r where

* 1 @ Q@ -
a = Z ﬁﬁfax,a.
la|<r
Moreover, for any s € R, there exists a constant K such that ||(7,,)* — Tp||gs— s-n+r < KM (a).

The symbolic calculus adopted in this paper is not of C*-regularity. We shall introduce the following class
1
of symbols. Here and thereafter in this section, ¢ € C([0, T]; H**2(T%)) is a given function with s > 2 + %

Definition 7.4. Given m € R, we denote X" to be the class of symbols a of the form a = a™ + a1 with
"1, X&) = FVop(t.2).6). a" V(.56 = Y GalVout, ). 001, )
lal>
such that

i. T, maps real-valued functions to real-valued functions;
ii. Fisa C® real-valued functions of (¢, €) € R4 x (RY\{0}), homogeneous of degree m in &, such that there
exists a continuous function K = K(£) > 0 such that F(Z, &) > K()|€|" for all (£, &) € R? x (RY\{0));
iii. G, is a C® complex-valued function of (£, &) € RY x (R¥\{0}), homogeneous of degree m — 1 in &.

Definition 7.5 (“Equivalence” of operators). Given m € R and consider two families of operators of order m:
{A(t) : t € [0,T]} and {B(¢) : t € [0, T]}, We say A ~ Bif A — Bis of order m — 1.5 and satisfies the estimate:
for all r € R there exists a continuous function C(-) such that

Ve e [0,T], NlA@) = BOllgr—pr-om19 < Cg@],1)-

From now on, we use the notation | - |5, s, to represent the operator norm || - |51 - g , and use the notation
| - |s to represent || - [|gs(rey, as we only apply paradifferential calculus on the free interface X. With this
definition, we have

Proposition 7.4 ([2, Prop. 4.3]). Let m,m’ € R. Then
1. faeX", beX", then T,T, ~ Tuy, where a#b is given by

, , , 1 ,
Cl#b — a(m)b(m) + a(m—l)b(m) + a(m)b(m -1) + _.afa(m) . ax/b(m ).
;Y
2. If a € ", then (T,)* ~ T;, where b € £ is given by
(m) (m—1) 1 (m)
b=a""+a +;(6xr-c')§)a .

As a corollary, we have

89



Corollary 7.5 ([2, Prop. 4.3(2)]). If a € " satisfies Ima"™~" = —0.5(0¢ - 8,/)a"™, then (T,)* ~ T,.
The next proposition is significant for the estimate of Sobolev norms via paradifferential calculus.

Proposition 7.6 ([2, Prop. 4.4 and 4.6]). Let m € R, r € R. Then for all symbol @ € ¥ and ¢ € [0, T'], the
following estimate holds.

ITaqeyutly—m < CAY(Os-1)lul;s (7.31)
|u|r+m < C(lw(t)ls—l) (lTa(t)u|r + |Lt|0) . (732)

7.2.3 Paralinearization of the nonlinear terms

Now we can start to paralinearize the term (%; + ‘Jtl;) (HW)) in (7.27).

Lemma 7.7 (Paralinearization of the Dirichlet-to-Neumann operator, [4, Section 4.4]). For f,¢ € H s+ (T%),
we have

‘ﬁif = TA*‘// + Ri,l('l” f) + R/i\,Z((//’ f)’ (733)

with the symbols A% = A+ + 1O+ gjve by

A= = \/(1 +IVYPIER = (Vi - €)2, (7.34)
_ o 1+ WP s = . _ s
.- _ _ 0 (), o)
AT = A0+ = S AD- (V~(a/ Vi) + i AV - Va ), (7.35)

and o := (AD~ + iV - £)/(1 + |[Vy[?). The remainder terms satisfy the following estimates

IRA W s < CWlea LI lgess IRR W oy < C(|W|3_%)|5f|s—2' (7.36)

2 27

Lemma 7.8 (Paralinearization of the mean curvature operator, [2, Lemma 3.25]). There holds H(y) =
—Tsf + Ry where = @ + $) is defined by

.

NON. (lﬂz_ V- &) ] 37)
[1 + |€lﬁ|2 I+ |V‘//|2

o = _ é(ﬁx, L9992, (7.38)

and the remainder term Ry, satisfies
IRsl2s-3 < C(Wlyy 1) (7.39)
With the paralinearization of operators 9?;—; and H(¥), the term (‘ﬁ:; + ‘Jt;) (HW)) in (7.27) becomes
o (R + 9N,) (HW) = —oTATop + oRY, (7.40)

where —A©-+ = A~ shows that Re(A®+) + Re(A® ) = 0, Im(A®*) = Im(A®*) and thus

A= (ADF + ADT) + (AOF + AO7) = 2AD7 + 2iIm(AD) (7.41)
=AM =A©)
Ry = Z Ta=Rg + Ry (0, HW)) + R .0, HW)) and IRy < C(Wlg, DI l1- (7.42)
+

In order for an explicit energy estimate for ¢ and ¢,, we shall symmetrize the 3-rd order paradifferential
operator ToTs. That is, find suitable symbols m € !5 and n € X° such that T,TaTg ~ TywTwT and
Tm ~ (Tm)*-
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Proposition 7.9 (Symmetrisation of the composition). Let 1t € £° and m € ' be defined by

1
R ——— T} N (7.43)

V21 + Wy

= ‘/55(2>A(1> + l.(ag ) ,/55(2)1\(1)_ (7.44)
— 2[

=m(5)

=:m©0>5)
Then T,TaTg ~ Ty T Ty and Ty, ~ (T\,)" are both fulfilled.

Proof. Given the symbol A and $, we shall find suitable symbols n € X%, m € X! such that n(x’, &) is
independent of ¢ and #(A#9H) = (m#m)#n, i.e.,

nOA#$) + nHADHD 4 %afn«)) A (ADHP)
= (m#tm)n©@ + (mED)2EH 4 %65((111(1‘5))2) -9 ®,
Recall that
(A#9) = AVS? 1 AO§D L ADGD 4 %3‘,555(2) S8, AD,
(m##m) = (m? 4 2(mD)(mm®Y) + %ag(mﬂ% 0 (),

We choose the principal symbol m!-> := \/AM$@ in order for cancelling the leading-order symbols. Since
we require (T)* ~ Ty, we must have Im(m©®) = —0.5(0, - d5)m"-> (cf. [2, Prop. 4.3]). With this choice
for m, it remains to solve the symbolic equation

1 1
nOA#H — m#m) = 7af((1\<1>55<2>) 29?0 — 7ax, (ADHPy . §en®, (7.45)
with
1 1
A#$H — mim = AP + ADGD — 2y @) + 76555(2) 0y AV - ?ag(m(”)) -0y (m),

The sub-principle n=" does not appear, so we can choose n"" = 0. Since the principal symbols of A and $
are real-valued, we now just need to solve

Re(A#$H — m#m) = 0, nOIm(A#$H — m#m) = —0:(AVH?) - 9. n? + 9. (AVH?P) - 9.
The condition for the real part is fulfilled if we have

Re(A”) $ = 2mIRe(m*?) = Re(m*?) = 0.
=0

For the imaginary part, inserting the symbols $, Im(A©®), m"-> and Im(m©), we get
1 1
Im(A#$ — m#m) = zafg@ 29y AV - Eax,ssm 0:AW,
and thus we need to solve

1 1
n©® (zafg(Z) . ﬁx//\(]) _ 5(9)5,35(2) . 351\(1)) — —(9§((A(])5f)(2)) . ax/n(O) + 5x/(A(1)$5(2)) . 6§n(0). (7.46)

Notice that $ = (cAV)? with ¢ = $(1+ [Vy|*)~i. Plugging it to the above equation, after a long and tedious
calculation, we get the following relation

n©® (czax,A(”(A(“) — Oy (A = 29, (A(l))A(”) = -3c¢2(AD)? 9,
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that is,
9™ B —(8yc)c(AM)? _1dyc

— O _ 1 _ -1 .12 -+
n® T T 32(A2 T 3 ¢ = =3 =275(1+ [Vyl) e,

(]

We expect to take (s — %)-th order derivatives in (7.27). In view of the paradifferential formulation, we
shall alternatively take Tyy with

2.1 1 N ¢
s &2l -] — - =
¢ ( INT €]

for sake of simplicity. Below, we list several commutator estimates for the paradifferential operators.

251
M= )5 =2 ) exs? (7.47)

Lemma 7.10. Forany r e R, s > 2 + 4 any functions a and f, the following commutator estimates hold
(7w, Tllyss-15r < C (Wls+05) 5
1T, T fly-t < CAVYlwi=lalwis|fls-1.5,
[ Tan, al Tofly + 1T [T @l flo < CUVWlw1o)als-o51fls-1.5,
[T ws @l fly < CAOVYlwrlals-oslflos-

We also need to commute 9, with paradifferential operators. These steps will generate paradifferential
operators whose symbols are spatial or time derivatives.

Lemma 7.11. For any r € R, the following estimates hold
[Toulr—r + [ Tomlr—r—(s—0.5) < C(Wlwre, 100lwr),
|T(?’2n|r—>r + |T{)r2ﬂltlr—>r—(s—0.5) <C (W@lr, Bt‘//’ azzdlywlm) 5

T3l + [ Tapplror—s-05) < C(Vly1),
T apmlrort15 + 115,15 < C(Vlyren, VO o).

7.3 Uniform estimates for the free interface

With the symmetrized paralinearization of (%; + %;)‘H () derived in Section 7.2.2, we can now prove the
uniform-in-(g, o) estimates of ¢ under the stability condition (1.40). The equation (7.27) can be written as

- ag N\/= = \A A =7
(" + P00 = = STAToY = (o + p )W )00y = 2p* + p Wby
+(p* (b b* - 00)) + p~(b; b7 — ;i) 9,00
—(N-V¥q + N -V¥q,) + PR, (7.48)

where Tz, T are the paradifferential operators defined in Proposition 7.7 and Proposition 7.8, the quantities
w,u, b are defined by

+.,+ - + A b*
wi= TPV s P g, b= -, (7.49)
pr+p prtp Vo*
and PR is defined by
WA = O - I O - R)(HW)) - O - R ([ S - po2u]) + ZRG (7.50)
= SO -0, v~ WHW L v PO )+ SRy '

We pick s = 4 in the paradifferential operator Ty, that is, M = (m9)5 € =35 and then consider the
energy functionals

1 - = O 2 ’ 1 2 ’
&0 =5 [ +p|o+w - Drataf o+ [|VoT.Tunal; or. @.51)
z z

&) = %fzpﬁ(

b* - VIyT W

2 _ 2 o
- 'l_l . VTJJzTulﬁ| ) +p (‘If VT T

2 — 2
—ja- Vij)gT“!ﬁ dx’. (752)
| [)av
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Lemma 7.12 (Comparison between &, & and Sobolev norms). For any fixed o > 0, we have the following
relations between &, & and standard Sobolev norms.

|Voulz < COVglye) (80) + VU ).
W5 < INayls + o~ g,
Wil3 5 < CAV, T, 5%, p* o) (E0) + Il 5 + lwilg)
where C(-) represents a generic positive continuous function in its arguments. Moreover, when the stability

condition (1.40) holds, there exist positive continuous functions Cy, C}, C}" depending on Ww, P, D%, p*lwie
and independent of o, such that

C1 IV, 7, 5%, p* Iy ) Wl s < @) + Ciluly, ) < CY (W, 7%, b*, p* s ) W 5 -

Proof. Recall that Ty, and T,, are paradifferential operators of order 3.5 and 1.5 respectively, thus the first
inequality is a direct consequence of Proposition 7.6. The second inequality is a directly consequence of
Sobolev interpolation and Young’s inequality

G
10/9 100

Wl s <INyl Slo 2 ulf? <
To prove the third inequality, we again use Proposition 7.6 to get
Wil3 s < CAVlwro) (IT Tl + )
< C(IVy, 7%, p* i) (5(0 + [T Totflg + | TomTutbl} + |¢’z|(2))
< CV, Vi, 7, p* ) (E() + W 5 + )

For the last inequality, the right side is trivial. When the stability condition (1.40) holds, it sufﬁces to
prove that 8([) is a positive-definite energy, then the left side automatically holds. Multiplying (o*p™)~ 2 in
(1.40), the stability condition becomes

36, € (0, é), b* x| = (1 —6) 7' [b* X [7] /1 + (c%/c)? > (1 - 66)"'b* x [7]|. (7.53)

Since [v] - N = 0 and b* are nonzero and not collinear, we may assume [v] = ¢;b* + ¢;b™. Plugging this
into the stability condition, we get ¢, ¢, < 1 — &y. Using Cauchy-Schwarz inequality, we derive that

inf (1 = &9)° ((B+ 222 +2(b" - z)(b -z)+ (b - z)2) —([¥] -2 =0
z€R?

lz]=1

Invoking u = pvf’;;’ ~ [¥]] and using the non-collinearity, the above inequality implies that
inf ( PP b 2L b b m) L (b - (0" +p)(l'1~z)2) >0
R\t + p” pr+p” pr+p”

Notice that

ot -2+ p (b -2) — ( f+p__(13+ 7 +2 f+p__(5+ z)b -z) + f+p__(5- ~z)2)
pr+p pr+p +p
(" ®" - 2)° =207~ (B" - 2)(b™-2) + (0B - 2)°) 2 0.
s
Thus, it implies that
inf (p (b" -2 +p~(b™ -2 = (p* +p") (@-2)) > 0, (7.54)

zeR?
[z]=1
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or equivalently, there exists some d;, > 0 such that

inf (p+(B+ 2 +p (b -2 —(pt+p)(@- z)z) > 260 |zl (7.55)
y4S
Now let z = VT T, the above inequality shows that &) > 65V T2 2 W2 5 — W12 o

Remark 7.1 (The 2D case). When the space dimension d = 2, we no longer have the non-collinearity, but
the stability condition (1.47) still guarantees the ellipticity of the corresponding second-order differential
operator, i.e.,

306> 0, p* ()’ —ui)+p (b)) —uj) = &,

In fact, the stability condition (1.47) implies [b{| + [by| > (1 + 6o)|[vi]l|. Taking square and invoking
.— Nptp~

u= e [vl, we get

+

PP
pT+p

()2 +2b7b7 + (b])?) 2 (1 + 60)(p™ + p7)us,

in which we find that the left side does not exceed (o™ +p~)~! (p*(bf)2 +p” (bl’)z) by direct calculation. The
desired result immediately follows thanks to [u;| > O (otherwise the interface is not a vortex sheet).

In view of Lemma 7.12, it suffices to prove energy estimates for &(f) and g(t) under the stability condition
(1.40). We start with the estimate of |y|35.

dl1

dr2

= f (0" + PO T o) (B + W - DT Tp) d’ + f (0" +p )W - VO, T To) (B, + W - VT Top) d’
z z

— 2
f (0" +p7)|@ + % DTwT| dv
z

P~ _ = , 1 _ . = 2,
+ f(P+ +p))@W - VT Toh) (0, + W - V)T Top) dx’ + 5 faz(f +p )|(3x +W'V)T9J3Tn¢’| dx
s >
= I+ +If + I (7.56)

The remainder terms are easy to control. Using Proposition 7.6, we have

I+ 15 < C(Jp%, 0ip*, 7%, 0% s ) (k3 5 + W3 5) - (7.57)
For the main term [, we first commute (o™ + ,0‘)6,2 with Toy T,
(" +p )0 T Ty = (p* +p7) (TanTna,Zl!f + (TganTw + T T2 W + 2(TomTy + Tsza,n)at'ﬁ)
= TuTy ((p* +p))320) = (ITw.p* + p 11w + To(( T p* + p71070))
+ (0" + ) (oo T + T T s + 2(To T + TunTo,)000)
The commutators can be controlled straightforwardly thanks to Lemma 7.10 and Lemma 7.11:
[T, p* + p 110670, + [T ([T o™ + p71070)|, < COVYw1) (I0* + p 135107 wras)
(T T + TﬂJeTagn)!l/|0 +|(TomTn + TenTo)00 |, < CAWits i Vilyn) (W35 + Wil s) -

In the remaining of this section, we no longer explicitly write the commutators between the paradifferential
operators and functions or d;, d;, as they can be controlled in the same way as above. Instead, we will again

L . .
use the notation = to skip these terms and analyze the main terms.
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Then we can plug the equation (7.48) into the integral to get
Ioo := f; (TwTul(e™ + p)070)) (0 + W - D TwT ) d’
__ % j; (T TWTATs) (0 + W - V)T Top) d’

-2 fz (TwTu((p™ + P IWiDi0)) ((0; + W - V)T i) d’

_ fz (TuTu(o" +pIWiw,3:00)) (@: + W - DT Tr) d

+ fZ (Tw T (o (b BF — ) + o~ (b b7 — ,8i)) 3,0,u) (0, + W - V)T Twh) d’

- fz (TwTw (N - V¥q5, + N - ¢,)) (0 + W - V)T Twir) d’

n fz (T PR) (@, + W - VT To) dx’ =t Jogo + Loy + Tooa + Toos + I + I (7.58)

Since Proposition 7.9 indicates that 7, TaTg ~ Ty T Ty and ()" ~ Ty, we have

L
TonTnTa Tﬁl// =TT wmTm Tnl,b
5 5 L *
= (Tm) TmTﬂRan + (((Tm) - Tm)T"JJE + Tm[T*J)B, Tm] + [T‘JJE’ Tm]Tm)Tnd’ = (Tm) TmTﬁanl//
and using the duality, we get

L

(o P — ’
Tooo = — ) f(Tr11T9JeTn¢) T (0, + W - V)TopT i dx
>

od 2
== =7 TwTonTx dx’
13 le mTwip|” dx
1 — _
+ %- f(TmT‘anw) (T6,1n + W,‘Tg’_m + E(V : W) - [Tnh v_Vi]ai) T‘JJ?THQI/ dx,’ (759)
z

where the second term can be directly controlled (uniformly in o) by &(f)C (Iﬁ(//, U, VE, pilwlm) thanks to
Lemma 7.10. Next we analyze I; + Ipo; and Iy, Ioo3. For a generic function a € H33(X — R?) and a generic
pE H*3(Z - R,), we have
f (TwTw(paza;0:0,)) (0, + W - V)Tw ) dx’
b

= f pa;a;0,0;To Tl ((at +W- g)T‘JJETnW) dy' £ - f p@;0; T T ) (2,00, + W - V)TonTo) dx’
s >

L 1d = 2,
_—Ea Zp'a[a,’TgﬁTn(// dx’.
Setting a = W, 1, b and p = p* or p* + p~, we immediately get
L 1d = 2 L d=
Iop = +=—— Y+ o) (W VT T, dx, Iyz = ——E&@).
002 2dt£(p P )‘(W YTy Twp| dx,  loos P (1)

For I} + Iy, we have

L

1001 = 2 f(ﬂ+ + ,07)(‘7" : 6)alean ((6t +W- ﬁ)TﬂJtTnlﬁ) d.X'
z

= I + Ipo1 = - f(ﬂ+ + P_)(V_V . v)az‘Tan‘!/ ((at +w- 6)T‘JJETIII//) dx’
z
L 1d . |- = 2
£33 | @+ |- DTuTy| ax (7.60)
2dr Js
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which cancels with the main term in Ippo. When o > 0 is given and the stability condition (1.40) is not
assumed, the quantity &(7) is not necessarily positive, but its contribution, namely the term Iyo3, can be
controlled by integrating by parts for 1/2-derivative

Ioos S PV, p*=, b* (W3 + Wlslyils) S 07 P(Ca(t)).

Now, it remains to control [j and Ig. In view of Proposition 7.6, it suffices to control the H3*3(2) norms
of N - V¥¢* and WR. For the term g%, we use trace lemma and div-curl inequality with tangential trace (see
(B.3)) to get

IN - V¢qil3s < W sIIV9asl5 .
< C(1Ylas) (an;ngi FIAPGEIR, + V9 X VgEIR, + N x Veqils + [N - quliw)) (7.61)
where the last three terms are zero because of
VP x Vgt =0, N-V9¢ils: =0, gils=0= N XVl = (=024%, 8145, 0200145 — 1ydag;) |5 = 0.

Then invoking the definition of g, and using " < g%, we find
+ + 442 + 7+ T~ =
IA*GEIR.L < C(Wa. I3 (||szfrz<b: PO + P (I b*||4,i)) < P(C4(1))Cs(1). (7.62)

Remark 7.2 (Necessity of anisotropic Sobolev spaces). The term bounded by [ (t)is contributed exactly by
the extra %Ibil2 in the total pressure. From this, we can also see the necessity of the anisotropic Sobolev
spaces when studying ideal compressible MHD. For Euler equations, the source terms for the wave equation
only contain quadratic first-order terms, and one can use the trick in [48, 92] to close the energy bound
by €4(¢). For incompressible MHD, the second-order time derivative term vanishes because ¢* satisfies an
elliptic equation.

The term [R5 5 can also be directly controlled. Recall that

PR 1= 20 - )08 - W)HW) - O - W0 ([ - i) + TR

Using the Sobolev estimates for the Dirichlet-to-Neumann operators, we have

g - - 9%;)(74(«#))}35 +|ong - i ([3, - patu ),

<loSWhs + |5 - p 2],

< (1 + 0Wlas + Wil s) ([[£207 ||, . + PAVS, 5*1l3.1 W) S P(€a(1). (7.63)
Setting s = 4 in the remainder estimate (7.42), we have IO'RZ|3,5 < C(Wlas)loyls < \/EC(g(t)) VE@) <
VTC(Cy(2)).

Summarizing the estimate above, we get
d -1
7,20 5 0 P(E)E ), (7.64)
and under the stability condition (1.40), we get
d — - =
3; 60 +80) s PEM)Es ). (7.65)
Invoking Lemma 7.12, we actually prove the following uniform-in-¢ estimate for fixed oo > 0

d
@ (| Vaul + |¢'r|§.s) S 07 P(E4(1)Gs(1), (7.66)
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and the following uniform-in-(g, o) estimate under the stability condition (1.40)

d — -
P (| Vol + s + wm%_s) < P(C4(1)C5 (). (7.67)

It remains to prove the uniform estimates for |l,0n|§_5. We just need to take one more d; in the paralin-
earized evolution equation (7.48). The proof follows in the same way as the above analysis for the Tg,T -
differentiated version of (7.48). So, we skip the details and only list the differences. The first difference is
that we should replace Ty by Tgy where " € >3 is defined by

2)4 € Z%.

The second difference is essential: we notice that the remainder term PR already contains second-order
time derivative (9 — ‘ﬁ;)ﬁt" ([p]] 9*¢). Taking one more time derivative, we are required to control Oy, -

%;)ﬁf’l([[p]] d2y). Using Lemma C.3 and Lemma C.4, we have

N = (m(l‘s))% = 2%|§|% (] — ’ﬁ . é
INI €]

O = N el )| < 1ol 115107 vl s.

Since we require | [o] I1.5 S &, we can control the right side by |aa§¢|1_5. Under the stability condition (1.40),
this term is already a part of €4(¢). For fixed o > 0, we again invoke the kinematic boundary condition to get

3 ) +
led;¥lis < 11ed vElloells + lediv ™o« lWilas + llevFll«Wulas,

where the right side is already controlled by P(€4(¢)). As for the fifth-order terms arising from N - V¥gZ%, they
now contribute to ||82(9f’qi||2‘i which is still a part of E5(¢). Thus, we can conclude the following uniform-in-g
estimate for fixed o > 0

d
S(VFL + wils) < o PEaDEs(0), (7.68)

and the following uniform-in-(g, o) estimate under the stability condition (1.40)
d 2 = =
(IVFul; + wis +is) < PERUES). (7.69)

7.4 Double limits without the boundedness of > 2 time derivatives
7.4.1 Incompressible limit for fixed o > 0

From the analysis in Section 7.3, we can prove the uniform-in-g estimates for €4(¢). For any ¢ € (0, 1)
!
C4(2) < 6C€4(2) + P(C4(0)) + P(@4(t))f P(o™, €4(7)) + Gs(1) dr. (7.70)
0

For 1 <[ <4, since we do not change anything €4,,(f), we still have

' ]
[=1,2,3: €4 (t) < 0C44() + P(C44,(0)) + P(@U))f P(O'_l, Z @4+j(7)] + €41 (r) dr; (7.71)
0 =

I=4: C(r) < 0Cs(r) + P(Cg(0)) + P((f4(t))f P(o!, G(1)) dr. (7.72)
0

Therefore, we get the Gronwall-type energy inequality for €(f)

C(r) < 0C() + P(€(0)) + P(C(1)) f P(o", €(r))dr. (7.73)
0
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Choosing ¢ > 0 suitably small, the term 6€(#) can be absorbed by the left side. Thus, there exists a time
T’ > 0 depending on o-~! and the initial data, but independent of &, such that

sup G(f) < P(o™", €(0)). (7.74)

0<1<T,,

With the uniform-in-¢ estimates for €(¢), we now take the incompressible limit. Again, since ||0,(v, b)||3
is uniformly bounded with respect to &£ and we still have e-independent bound [¢,|3 5, the Aubin-Lions com-
pactness lemma gives the same strong convergence result as in Section 6.1.

7.4.2 Double limits under the stability conditions

With the estimates (7.67) and (7.69) in Section 7.3, we can get
—_— —_— t —_— —
Ve - NB s + by - NIi3 5 < P(€4(0)) + P(@(D)f P(C4(1))C5(7) dr.
0

This finishes the control of @4(0. Since @4+,(t) = E4+,(t) when 1 </ < 4 and the strategies to control them
remain unchanged, we can now close the energy estimates for €(#), uniformly in & and o, under the stability
condition (1.40) (d = 3) or (1.47) (d = 2).

G(1) < P(§(0)) + P(G(7)) f P(G(7)) dr. (7.75)
0

By Gronwall’s inequality, there exists 7’ > 0 independent of ¢~ and & such that

sup €(r) < P(€(0)). (7.76)
t€[0,T]

Thus, by Aubin-Lions compactness lemma, we can prove the same convergence result as in Theorem 1.3.
Conflict of interest. The author declares that there is no conflict of interest.
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A Reynolds transport theorems

We record the Reynolds transport theorems used in this paper. For the proof, we refer to Luo-Zhang [55,
Appendix A]
Lemma A.1. Let f, g be smooth functions defined on [0, 7] X Q. Then:
d o — /
3 | feospdx= | (0 f)gdspdx+ | fpig)dspdx+ f8owdx’, (A1)
Q Q Q

X3 =0

d . : . : . o L,
d—tfgfgagcpdxzfg(aff)g()g(pdx+fgf(ﬁfg)(93t,0dx+ fgodx’. (A.2)

X3=0

Lemma A.2 (Integration by parts for covariant derivatives). Let f, g be defined as in Lemma A.1. Then:

f (07 f)gdspdx = — f [0 g)dzpdx + fgNidx', (A.3)

Q Q x3=0

[ @neogar=- [ s@ompars [ remar. (Ad)
Q Q X3=0

The following theorem holds.
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Theorem A.3 (Reynolds transport theorem). Let f be a smooth function defined on [0, 7] X Q. Then:

d
5 | PIPOspdx = f p(Df ) f 3¢ dx. (A.5)
Q Q

Theorem A.3 leads to the following two corollaries. The first one records the integration by parts formula
for DY.

Corollary A.4 (Reynolds transport theorem - a variant). It holds that

d
G [ sewpar= [@rpgasgars | rofomedss [ (@ vpeea @o
rJa Q Q Q

The second corollary concerns the transport theorem as well as the integration by parts formula for the
linearized material derivative DY .

Corollary A.5 (Reynolds transport theorem for linearized x-problem). Let DY := 8, +(5- V) + %&(\3 N-
0,)03 be the linearized material derivative. Then:

1d

O 7 A v °. 1 ilo o ) o o
CYT Qp|f|263<,odx=Lp(fo)f63<pdx+5L(Dfp+pvw.v)|f|zawdx (A7)

1 . =
+5 fQ;5|f|2 (33(17 V(¢ - 9'0)) dx.
1d 2 ° _ @ o 1 @ o1 g2 o
3% |fI70:0dx = | (D; f)foz¢dx+ = | VZ-V|f|70;0dx (A.8)
t Ja Q 2 Ja
1 . =
+5 [ P (@6 -0) a

B Preliminary lemmas about Sobolev inequalities

Lemma B.1 (Hodge-type elliptic estimates). For any sufficiently smooth vector field X and s > 1, one has

IXIE < Cpls Tl (IXIG +119% - XIZ, + 19 x X2, + [3°XI3), B.1)
IXIE < "Wy D) (IR 41197 - XIE, + 1199 < XIE, +1X - NE_, ), B.2)
IXIZ < Wy Tty (IXIG + 19 - XIE, + 19 x XIE., +1X x N, ). (B3)

for any multi-index @ with |@| = s. The constant C(|/|y, |§tﬁ|wm) > 0 depends linearly on |w|? and the
constants C’(Itﬁlﬁ%, [Viy|y1) > 0 and C’(Itﬁlﬁ%, [Vilwie) > 0 depend linearly on |zp|2+l .
5*3

Lemma B.2 (Normal trace lemma). For any sufficiently smooth vector field X and s > 0, one has

X NE, < C7 (e y. (Vo) (IKOY XIG + 119 - XIEE, ) (B.4)

where the constant C””’ (Ji/|

!
s+3°

|§¢I|W1m) > 0 depends linearly on |¢/If+ .-
°h2
We list two lemmas for the estimates of traces in the anisotropic Sobolev spaces. Define
L3(H Q) = () H (=0, T1; HI (%))
k=0
with the norm [|ul| .7+ := f_ Too llu@I?, , . dt. Similarly, we define

mx,+

L3(H"(2) = () H!(=o0, T1; H"(2))
k=0

2 dr.

m

. T
with the norm |ul,, 7 := L)o 17163]]
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Lemma B.3 (Trace lemma for anisotropic Sobolev spaces, [81, Lemma 3.4]). Letm > 1, m € N*, then we
have the following trace lemma for the anisotropic Sobolev space.

1. If fe L%(HT”(Q*)), then its trace flz belongs to L%(H'”(Qi)) and satisfies
[l S W17

2. There exists a linear continuous operator R, : L%(H'"(Z)) — LZT(HL”“(Qi)) such that (R7¢)ls = g and

IRT&llns 1,57+ < Igln7

Proof. The proof for the above lemma can be found in [68, Theorem 1] when we replace (—oo, T') by (—o0, 00).
In our case, we can prove the same result by doing Sobolev extension. Namely, given f € L%(HZ1+l (Q1)), we
can extend it to F'(¢, x) : R X Q" — R such that

m+1xT+ S s H"™(RxQY) D m+1,%T,+-
1Al S NE @ Ol wxas S I

We can apply [68, Theorem 1] to F, and then do the truncation in (—oo, T']

|flngr S 1Flam@sxs) S WFE g @xary S 1 lnrt s
m}

There is one derivative loss in the above trace lemma, which is 1/2-order more than the trace lemma for
standard Sobolev spaces. Indeed, for Q* defined in this paper, we have the following estimate that will be
applied to control the non-characteristic variables ¢,v - N and b - N.

Lemma B.4 (An estimate for traces of non-characteristic variables). Let Qi =T x {0 s x; s +H),
T =T x{xg =0} and £* = T X {£H}. Let T = (w(x4)8,)™+1 8;°0]" - - - 95 85" with (@) := ag +--- +
Ag-1 + 204 + @ge1 = m— 1, m € N*, Let ¢g*(¢t, x) € HN(Q) satisty ||g* (Dlln.s= + 104gF Oln-1,+2+ < oo for any
0 <t <Tandlet f* € H(Q*)N H? (Q*) be a function vanishing on £*. Then we have

L + N\ £t ’ + + AL px
f(@)z(fyq‘) () f)dx" < (10ag™ llm=1,5,+ + g™l )IKF)2 f =1+ (B.5)
b
In particular, for s > 1, we have the following inequality for any g* € H:(Q*) with g*[z= = 0.

18121 2 < 11€0) 8% M0, 1K0) " Bug™llo.e < 1g* ls.e w1Oug™ -1

Proof. This is a direct consequence of Gauss-Green formula. Note that the unit exterior normal vectors for
Q* are (0,---,0,F1)" respectively, so we have

fz (D) T7q*) (@) f*)dx’ = F fQ @iT7q) (B): %) + (DT 7q*) ((B)? Baf*) dx

(B.6)

< (10aq =15+ + g s IO 2 f* 11

In particular, let g* = g* and f* = (5)5‘%{; in (B.5) and we get
8% 12 = f (@) (@Y gy d' = %2 f (@a60) ™1 26)(0) "7 g*) dx
b Q*
@ _ \s—1 kN a\s E
= F2| (040 g))’g7)dx.
Qi

O

The following lemma concerns the Sobolev embeddings.
Lemma B.5 ([81, Lemma 3.3]). We have the following inequalities
H™(QF) — H™(QF) —>H™X(Q), Ym e N*

el o) < Nutllpzeys Nutllwio@ey S Mullgss), ulwio@s) < lullgs@s)-
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We also need the following Kato-Ponce type multiplicative Sobolev inequality.

Lemma B.6 ([42]). Let J = (1 — A)"/2, s > 0. Then the following estimates hold:
I7°(f Nz < Wfllwseillgllzez + Nl lgllwsa: , (B.7)
where 1/2=1/p; + 1/pa=1/q, + 1/q> and 2 < py,qs < oo.
LTS, Flgler < NOAIT " gl + I17° fllollgllze (B.8)
where s > 0and 1 < p < .

We also need the following transport-type estimate in order to close the uniform estimates for the nonlin-
ear approximate system.

Lemma B.7 ([24, Lemma 1]). Let f(r) € W"'(0,T) and g € L' (0, T) and « > 0. Assume that
SO +«f () < gt) ae. t€(0,T).
Then for any ¢ € (0,7),
sup f(1) < f(0) + ess sup |g(7)].

7€[0,1] 7€(0,1)

C Paraproducts and the Dirichlet-to-Neumann operator

C.1 Bony’s paraproduct decomposition

We already introduce the paradifferential operator in Section 7.2.2. Here we present the relations between
paradifferential operators and paraproducts. The cutoff function (£, 1) in the definition of T,u is

XED = ) O3 @90,
k=0

where O(¢) = 1 when €] < 1 and ©(¢) = 0 when |£] > 2 and

06) =0(), keZ, 9=0, Bi=0 -0, k21,

Based on this, we can introduce the Littlewood-Paley projections £, and P« as follows

Pan(€) := 0 (@)i(&), Yk>0, Pu:=0 k<0, Pou:= Zﬂu.
1<k

When the symbol a(x, £) (in the paradifferential operator 7,) does not depend on &, we can take ¥(n7) = 1 and
then we have

T =) PasaPi)
k
which is the usual Bony’s paraproduct. In general, the well-known Bony’s paraproduct decomposition is

au=Tou+Tya+Ru,a), Rwa)= Y Pua)P).
[k=1<2

We have the following estimates for the remainder R(u, a)

Lemma C.1 ([3, Section 2.3]). For s € R, r <d/2, § > 0, we have
[Taulps < min{lalzslulgs, lalarlul . g, lal g lulgss)
and for any s > 0, 51, 5, € R satisfying s; + s, = s + 4 we have

\R(u, @)|gs < lalgs [l -
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C.2 Basic properties of the Dirichlet-to-Neumann operator

Let the space dimension d = 3 for simplicity. Given a function f : £ = T> — R, we define the Dirichlet-to-
Neumann (DtN) operator (with respect to ¢ and region QF) by

Nef =N -VEE s, —AYEG) =0inQ*, Eifls = f. :(E; s = 0.

Here the Laplacian operator is defined by A? := V¥ - V¥ = §,(Ed,) with

e 0 —de] b 0 0
E=-—| 0 Oy -0p|=-—PP', P:=| 0 ¢ 0|,
3¢ —51(,0 —5290 _1+6|3V<tpp\“ 3¢ _6190 —(92Q0 1

and ¢(t, x) := x3+x(x3)y(t, x') is defined in (1.9) as the extension of ¢ into Q*. The choice of y(x3) is slightly
different from [2, 3, 4], but it does not introduce any substantial difference because the expression of A? is
still written to be A? := V¥ - V¥ = §,(E"d;). The DtN operators satisfy the following estimates and we refer
to [75, Appendix A.4] for the proof.

<r<s—1andy € H(T%), we have

Lemma C.2 (Sobolev estimates for DtN operators). For s >2+ ¢, — %

|mif|r < C(|¢|J)|f|r+l
Lemma C.3 (Remainder estimates for DtN operators). For s > 2 + g and ¢ € H*(T¢), we have
N f = Tao=f + RE(f)

with AD* = A(D-* defined in Proposition 7.7 and

1
vrels,s—1l, IRT (NI + 108, = R flr < CAAIf -

Lemma C.4 (Sobolev estimates for the inverse of DtN operators). For s > 2 + ¢, — % <r<s-—1and
W € H5(T?), we have
I flrar < CADIf -

D Construction of initial data satisfying the compatibility conditions

Given initial data (v{j, by, gy, S i, ¥o) of the original current-vortex sheets problem (1.33) satisfying the com-
patibility conditions (1.34) up to 7-th order, we need to construct a sequence of initial data (vj™, b5 ™, g5*, S ™, ¥§)
to the nonlinear k-approximate system (3.1) satisfying the compatibility conditions (3.4) up to 7-th order that
converge to the given data as xk — 0,.

D.1 Reformulation of the compatibility conditions

Let us first ignore the k-regularization terms and consider the compatibility conditions (1.34) for the original
system. Also, let us omit the fixed boundaries X*, omit the density functions, consider the isentropic case and
write &% = ¥, for convenience. The heuristic idea is that the odd (m = 2r + 1) order compatibility condition
is rewritten to be

- |[N+1 (A%0Y (V#0 . vo)]l =~ onX

E,b()

and the even (m = 2r) order compatibility condition is rewritten to be
[AL,, A%y qo] =+ onz

with Agp, = €72 + |bo[?. Such reformulation is convenient for us to add k-perturbation terms to construct the
desired data for (3.1). More specifically, let us start with the zero-th order compatibility conditions:

[qoll = cHWo),  Wili=o = vg - No = vz — V5 - élﬁo (D.1)
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The first-order compatibility conditions are
9 [q]lli=0 = FOHWli=0,  Yuli=o = 3, (V™ - N)li=o, (D.2)
which are not easy to compute, especially the first one. The left side is equal to
09" =g =Djq" - Drq” = (" - V) [g] - (V] - Vg .
Using the continuity equation, the evolution equation of b, we get

Dig=—-2(V*-V)+Db-b=—(E2+ bV v)+((b-V)v-bonZ,
N———

:ZA&b

and thus the time-differentiated jump condition becomes
[Acs(V# - vo)]| = (Bo - Vyvo - bo| = (IFoll - Vg + Df (GHW@))li=p on Z.

Here and thereafter, we will repeatedly use D_liw = v5 on X and omit lots of redundant terms in order for
simplicity of notations. For example, we will write H() ~ Ay, write (1 — A) to be —A, and omit the
commutators between D_f and H, (1 — K), the density function p. Indeed, later we will see that the concrete
form of those omitted term is not important, and we just need to find out the major term as in [49, Appendix
Al]. Under this setting, we have

[Aes(V# - vo)] ~[(Bo - Vyvo - b = (IFoll - Vg + o-Avigz on X (D.3)
For higher-order compatibility conditions, we invoke the wave equation (7.11) to get (cf. [49, Appendix A.1])
(D)’q = AepAq + Mo(v,b) + No(v,b)  onZ, (D.4)

where
Mo(v,b) = =(b-V)’q + (B - V)b - b+ Ro(v,b),  No(v,b) = 8 vo¥v' - 87 b/ oD

and Ro(v, b) only contains the first-order derivatives of b, v with the form
Ro(v, b) = Po(b)(@ v)(@™v) + (8 b)(@"D))

where Py(b) is a polynomial of b only containing cubic and quadratic terms and (i, iz, ji, j2) = (0,0, 1, 1) or
(1,1, 0,0). Taking substraction between the equation of ¢g* and the equation of g, we get

[0 =0 = [Acs, A% qo]l + TMo(v0, bo) + No(vo, b)] o Z.
Then using D_;r = D_t‘ + (V1 'V), we get
[D)2a]1=0 = @) H@i=o + T34 l=0-

where each 77, represents either of D_t‘ and ([v] - 6). So, the second-order compatibility condition is refor-
mulated as

[Acs, A% qoll = (DY (THW =0 + Tyd li=0 — [Mo(vo, bo) + No(vo, bo)l
~ = aAdxqf + oAD* - V)b + Ty li=o — IMo(vo, bo) + No(vo, b))l onX.  (D.5)

Taking one more material derivative in the wave equation and again use the continuity equation, we get

(D)*q ~ —A2,A%(V? - v) + £72(b - V)X (V¢ - v) + Mi(v,b,q) + N1 (v, b,q) (D.6)
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where the concrete form of M;, N; will be specified later. Recursively, after long and tedious calculations
(cf. [49, (A.4)-(A.7)]), we find that the time-differentiated wave equation (restricted on {# = 0} X X) can be
expressed as

m=2r+1, = AL (APY (V2 ) = (D) g + ) (A*) (Moo 20, bo, 90) + Nar-1-21(vo, bo, 4o)) on X,
j=0
D.7)
r—1

m=2r, A, (A*) g = (D)) q + Z(A%)j (Mar—2-2j(vo, bo, go) + Nar—2—2j(vo, bo, qp)) on Z, (D.8)
=

where M_;(vo, bo) := —(by -ﬁ)vo -bo and N_; := 0, and for r > 1 we define

r+1

m=2r =1, Mo 100, bo, g0) =(bo - VX(A®Y T (V# vg) + 3" bit -+ b (V2" i) +Rar1 (v, by, G0),
o ——— e
=2 <2/ terms
(D.9)
m=2r, Mo (vo,bo.q0) = — (Bo - VY (A®Y qo + Rar(vo. bo. o).
r+1
+ D (Bo - VYAV bo)bg -+ b + (B - VYAV qo)by -+ b (D.10)
=2

<2! terms

and the term R,,, where every top-order term has (m + 1)-th order derivative, has the following form

Ron(v0, b0, 40) = Pebo) (CI; i 1o (VV0) -+ (Vrvg) (V) - (Vi) (Vo o) - - (V¥ q0)),

where V may represent either of V¥ or 9, and P(-) is a polynomial of its arguments and the lowest power is
4 and the indices above satisfy
]Sil,..'7ip,jl,".7jn$k+1,0$k1,..',klsm+l,

ip+tiptji+o otk + ki =m+ 1.
The term N,,,(vo, bo, o) has the following form

Nou(0, 505 0) = Pon 1 (bo) (V22 100)(Vrg) + Prua(bo) (V2 2 1q0) (Vo) + Pro(bo) (V"™ bo)(Vvo)
+ P, (bo)D" tate ((V1V0) -+ (Vrv0) (W bg) - - (Vibo) (V¥ go) -+ (V¥0)) , (D.11)

iip, i jn
where P, 1(-), Pm2(:), P,,(-) are polynomials of their arguments and P,,((-) is a polynomial of its arguments
and the lowest power is 2. The indices above satisfy
L<iy, - yipjis s jn k0 < ki, sk <m,
ip+e o tipt i+t jatki++k=m+ 1.

Next we take the difference between the equations (D.7)-(D.8) in Q* and those in Q™ and restrict the equation
on {t = 0} X X to get the jump condition in the m-th order compatibility conditions

m=2r+1, = [ALL @A) (Vv = [D)*q| (D.12)

+ Z [[(A%)j(Merlej(VO, bo, qo) + Nar_1-2j(vo, bo, 6]0))]] onZX,
=0
m=2r, [AL, A% q] = [D)¥q] (D.13)
r—1

+ [[(A(po)j(M2r—2—2j(V0a bo, qo) + Nar—2-2;(vo, bo, CIo))]I on X.
=
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Then using D_;r = D_; + (V] -§), we get
[Dy"a] = @)™ 4l + Tid =0,
where each 7y represents either (D_;) or ([¥] - V). Using the jump condition for [¢]], we have

m=2r: (D} [q] ~ cAD)* 'V ~ e AL AA?Y T 93q5 + o AS-1 (v, b 4) (D.14)
m=2r+1: (D) [q]l ~ cAD]'vi ~ =oAL, AA®) ' 35(V# - v) + oASy, (v bS.q)  (D.15)

where the leading-order terms in S,, are
L r=2/7 %7 r— L r—=1/7 r—
Somt = M) B0 - VAP 203g5,  Sar = ~(Nep) ™ (Bo - V)*(APY 203(T9 - vp). (D.16)

Thus, the compatibility conditions for the original current-vortex sheets system (1.33) are reformulated as

m=2r+1, = [ALLARY T vo) ] ~ > [(A%Y (Mar12i(v0, bo, 40) + Nar12j(v0, bo qo))]|  (D.17)
=0
+ TG e — AL, AAPY 105V - v8) + oAS (VG by qf)  on %,
r—1

m=2r, AL, (Yo ~ D [ (A (Mar-a(v0, bo, 90) + Nar-2-2(v0, bo, q0)) | (D.18)
=0

+ T =0 + aAgj,)OK(A% Y 03q5 + TASy, (V) bS,q8))  on X

Note that the time-differentiated kinematic boundary condition is already implicitly used when deriving the
above compatibility conditions. Similarly, the compatibility conditions for the k-approximate problem (3.1)
are reformulated as

r

m=2r+1, —[ALL ARV T2 V)] ~ > [ ARV (Mor1-2,(v%, b, ) + Nar12j0%, b, g9))|

j=0
+ T q im0 — AL, AAPY 71 05(V90 ™) + kAL, A (AP) 1 93(V# - v5™) + kAL, AA) B3q5
+ (0D = kKBS, (05T BT gy ) + kAS2 (T BT g5 onE, (D.19)
r—1
m=2r, AL, A°YgE] ~ D APV (Mara a8, B, g) + Noraa (5, b, 48) |
j=0
+ T ind =0 + TALL AARY T 035 — kAL AP (ARY T 035 — kAL, AAP)Y ' 95(V# - v)
+ (A = kKA)So (VT U5 g5 + KAS, (T, BT gfT)  on X (D.20)

D.2 Construction of the converging initial data

Given initial data (v, by, gy, Sy, %o) of (1.33) satisfying the compatibility conditions (D.17)-(D.18) up to
7-th order, we now construct the initial data (v§*, b5, g5, S¢*, ¥&) to (3.1) satisfying the compatibility
conditions (D.19)-(D.20) up to 7-th order that converge to the given data as « — 0,. To do this, we just need

to equally distribute the x-term to the solution in Q* and the solution in Q™.

D.2.1 Recover the 0-th order and the 1-st order compatibility conditions

First, we pick bg’i = by, Y = wo. We define 440 := v§ - No and 0,b*|i=o = (b5 - V¥)vg — by (V¥ - vj) in
Q*. Then the constraints for the magnetic field are automatically satisfied. Now, we construct q(()o) such that
g, bys qg))’i, o) satisfies the O-th order compatibility condition (D.20). The function qél)’i is set to be the

105



solution to the poly-harmonic equation

A0 = Ng in Q*

g\ = gt ¥ JkAo = LkA(WE - Ng)  onX _
)% + (D.21)

83q0 = (936]6 onX

8§qéo)’+ = aqu 0<j<l1 on X*,

Then for s > 4, we have

(0).=

g5 = g&lls.« < KIA%Wols—05 + KIAWE - Nolls—05s = 0 ask — 0.

With this q(o) we define azml -0 = 0,(v* - N)li=o via (v, b (0)+ ,o) on X. (Note that 9,v - N|,=¢ already

includes d3gp. Only when we have 63(](0) = 03q; on X can we keep the jump condition [d;(v - N)] = 0.)
and also define the corresponding 0?b|,— in Q* via the evolution equation of b. Thus, the d,-differentiated
boundary constraint for b - N is also satisﬁed

Now we introduce v(o)" such that (v(o)+ bg , (()0)+ o) satisfies the 1-st order compatibility condition
(D.19). We define v ‘(0) =¥, for i = 1,2 and define vg;) via the following poly-harmonic equation

AV = AdvE in Q*
gb[)(wo W) = (V9 Ay vy) F 3([T0l - V)(g)* — g) F SA%VG, + £Ad3q)"* onX 0.22)
)+ _ 2 (0) + 2 + .

Vs = Vo O3ves =03, on X

aé (()03) 6’v03, 0<j<2 on X*.

It is also straightforward to see the convergece for s > 6

”v(()) 3 0),+

—Villse Slag ™ = qgls-05 + k(Vzlss2.5 + 1035 ls+0.5)-

D.2.2 Higher-order compatibility conditions

For r > 1, we can inductively define q(r) * such that (vg_l)’i, b5, q, () , ) satisfies the compatibility condition
up to 2r-th order
AZ+2 q(()r).t — A2 q(()r—l),: in Q*

A;,bo (A‘/’O)rqg’),i = A:‘,ho (A‘PO )rqg’—l),i

ol i r—=1),t o+ r),t r=2),t 4 r—=1),t
+ 2 (A%) ((M2r—2—2_,‘ + N2r—2—2j)(V( D, bO’ (()) )— (Mzr_z_zj + N2r—2—2j)(V( 2 bO’ E) l)’f))

=0
i;((T[%;r n]]q(r) T[fr(r z>]]q(r b )+ AL, IA(A%)V K (q(r)+ qgil)&)

+TA(So 1 (Vb5 g5 = Say 0 b g ”’*)))

¢§ Ar IAZ(Atﬁn)r 16 (q(r)+ (r ])+) AAr (A¢0)’ lagvtpg (V(V—l)+ _vg'—z)f")
=0
5 (2801 = DS b5, g0") = (B S2rmy = AS20 by ™)) on’z
d] “_agqg‘”i, 0<j<2r+1,j#2r onx
0§ ((J’)+ = 6éqg_l)’i, 0<j<2r+1 on X*,
(D.23)
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and define v(r) *
(2r + 1)-th order

= 707"* and v{)* such that (v{**, b, g3, o) satisfies the compatibility condition up to

A2r+3v(()"3),i - A2r+3vg’3*1),i in O
By BT VD) = = (AR (T2 v
+ Z(AW’)’ ((M2r 1-2j +N2r 1), b2, g0) = (Moroiaj + Noroiop) V) ™, b2 g5~ 1)’i))

r r r r— =1 A = ’ —
_2<(‘7-[f <,>]]q( - T[Ew n]]q( D7) = oA, AAR) 9574 - 0 =)

=0
+0'K(82,(v(r)+ by, (r)+) SZr(V(r 1)+ b 8 1),+)))

i% Ar 1(A¢0)r—163vtp0 (v(f)+ vgf*1)+) AAr (Agao)r 163(q(’)+ q(()" 1)*)

=0
75 (B2S2r ~ AS0y) 0 b5 0y ) = (B8 = ASr) vy ™V 05,45 0) on s
a f)g“_ag Vi, O§]§2r+2,J¢2r+1 onX
P = 0<j<2r+2 on L.
(D 24)

Since we require the compatibility conditions up to 7-th order, we can stop at 7 = 3 and define (v *, by *, ‘10 .Sy * 0)
to be (v(3 » ,b3.q 5)3) * .85, %o). Itis also straightforward to see the convergence after long and tedious calcu-

lations: For s > 2 X (2r + 3) = 18, we have the convergence

.

. .

|05, a6™) = 0, gl < PUVE. bE» 45> Sllssr ) [ Klolyass + > APV VELsrr5; + kAP0 Bagilno5-2
=0

-0 ask — 0,

provided that the given initial data is sufficiently regular. Specifically, picking s = 18, the given data is
required to satisfy [|(vg, by, g5, S §)ll20,+ + [Wol215 < +00. We may assume the given data belongs to C*-class
for convenience.
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