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Abstract

Current-vortex sheet is one of the characteristic discontinuities in ideal compressible magnetohydrodynamics (MHD). The
motion of current-vortex sheets is described by a free-interface problem of two-phase MHD flows with magnetic fields tangen-
tial to the interface. This model has been widely used in both solar physics and controlled nuclear fusion. This paper is the first
part of the two-paper sequence, which aims to present a comprehensive study for compressible current-vortex sheets with or
without surface tension. We prove the local well-posedness and the incompressible limit of current-vortex sheets with surface
tension. The key observation is a hidden structure of Lorentz force in the vorticity analysis which motivates us to establish the
uniform estimates in anisotropic-type Sobolev spaces with weights of Mach number determined by the number of tangential
derivatives. Besides, we develop a robust framework for iteration and approximation to prove the local existence of vortex-sheet
problems. Our method does not rely on Nash-Moser iteration nor tangential smoothing.
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1 Introduction
The equations of compressible ideal magnetohydrodynamics (MHD) in R (d = 2, 3) can be written in the following form

oDu=B-VB-VQ, Q:=P+3|BP,

D;o+0V-u=0,
D,B=B-Vu— BV -u, (1.1)
V-B=0,
D;s =0.
Here V := (04, - ,0y,) is the standard spatial derivative. D; := J; + u - V is the material derivative. The fluid velocity, the
magnetic field, the fluid density, the fluid pressure and the entropy are denoted by u = (uy, -+ ,uq), B= (B, -+ ,Bg), 0, P and

s respectively. The quantity Q := P+ %|B|2 is the total pressure. Note that the fourth equation in (1.1) is just an initial constraint
instead of an independent equation. The last equation of (1.1) is derived from the equation of total energy and Gibbs relation
and we refer to [17, Ch. 4.3] for more details. To close system (1.1), we need to introduce the equation of state

P
P = P(o, s) satisfying 2— > 0. (1.2)
©

A typical choice in this paper would be the polytropic gas parametrized by 4 > 0:
Pa(e.s) = (" exp(s/Cy) = 1), ¥ > 1, Cy > 0. (1.3)

We also need to assume o > gy > 0 for some constant gy > 0, which together with ‘;—Z > 0 guarantees the hyperbolicity of
system (1.1).

1.1 Mathematical formulation of current-vortex sheets

Let H > 10 be a given real number, x = (x1,---,xy) and x" := (x,- -, x4—1) and the space dimension d = 2, 3. We define the
regions Q' (f) := {x € T xR : Y(t,x') < x4 < H}, Q7 (1) :== {x e T"' xR : =H < x4 < ¢(t, x')} and the moving interface
(@) = {x € T!' xR : x4 = ¢(t, x')} between Q*(f) and Q(r). We assume U* = (u*, B*, P*,s%)T to be a smooth solution
to (1.1) in Q*(¢) respectively. We say %(¢) is a current-vortex sheet (or an MHD tangential discontinuity) if the following
conditions are satisfied:

[Ql=0cH, B*-N=0, 8y =u*-N onZX(t), (1.4)
where N := (=014, - -+ , =041, 1)T is the normal vector to X(¢) (pointing towards Q7 (#)), o > 0 is the constant coefficient of
surface tension and the quantity H := V- ( V‘{ is twice the mean curvature of Z(¢) with V= (01, ,04-1). The jump

V 1+

of a function f on X(¢) is denoted by [f] := f*lzw) — f Iz With f* := fla=). The first condition shows that the jump of
total pressure is balanced by surface tension. The second condition shows that both plasmas are perfect conductors. The third
condition shows that there is no mass flow across the interface and thus the two plasmas are physically contact and mutually
impermeable. These conditions on X(¢) are given by the Rankine-Hugoniot conditions for ideal compressible MHD when
the magnetic fields are tangential to the interface, and we refer to Trakhinin-Wang [63, Appendix A] for detailed derivation.
Besides, we impose the slip boundary conditions on the rigid boundaries £* := T¢"! x {+H}

wi=B5=0 onz*. (1.5)

Remark 1.1 (Initial constraints for the magnetic field). The conditions V - B* = 0 in Q*(#), B* - N|s;, = 0 and B; = 0 on
>* are constraints for initial data so that system (1.1) with jump conditions (1.4) is not over-determined. One can use the
continuity equation, the evolution equation of B and the kinematic boundary condition to show that D7 ( p%V - B*) = 01in Q*(¢)
and D*(Z - N) = 0 on 2(¢) and 2* with D¥ := d, + u* - V. Thus, the initial constraints can propagate within the lifespan of
solutions if initially hold.

To make the initial-boundary-valued problem (1.1)-(1.5) solvable, we have to require the initial data to satisfy certain
compatibility conditions. Let (ug, By, 0, 55, %o) := (u*, B*, 0%, 5%, ¥)|i=o be the initial data of system (1.1)-(1.4). We say the



initial data satisfies the compatibility condition up to m-th order (m € N) if
(D7) 1Q1 =0 = (DfY Hlio on X(0), 0 < j<m,
(DFY0wi=0 = (DY (* - N)li=o onZ(0), 0<j<m, (1.6)
ut=0 onx*, 0<j<m
With these compatibility conditions, one can show that the magnetic fields also satisfy (cf. [60, Section 4.1])
(DF)(B*-N)|i=o =0 onZX(0)and X*, 0< j<m.

We also note that the fulfillment of the first condition implicitly requires the fulfillment of the second one.
For T > 0, we denote Q7 := J {t} x Q*(#) and Z7 := |J {t} x Z(¥). We consider the Cauchy problem of (1.1): Given

0<t<T 0<t<T
the initial data (u, B, 0, 55 . %o) satisfying the compatibility conditions (1.6) up to certain order, the vortex-sheet condition

| [uo - 7l s > O for any vector 7 tangential to X(0), the constraints V - By = 0 in Q*(0), (Bj - N)Is©) = 0 and By |z= = 0, we
want to study the well-posedness and the incompressible limit of the following system for the case o > 0 in this paper. The
zero-surface-tension limit under suitable stability conditions on X7 and further improvement of the incompressible limit will be
discussed in the second part of the two-paper sequence.

0*(0; + u* - V)u* — B* - VB* +VQ* =0, Q* := P* + 1|B*] in Qf,

O +u*-V)or+0*V-u*=0 in QF,

(0, + u* - V)B* = B* - Vu* — B*V - y* in Q7,

V-Bt=0 in Q%,

O +ur-V)st=0 in Q7F,

P = PE(o%,5%), %550, ¢*2py>0 in QZ, (17)
v \Y

[0l =oV- ( VJW) on X7,

Bf-N=0 on Xy,

oy =u*-N onXxr,

143: 3:0 on [0, 7] x X*,

(u*, B*,0*, 5o = (3, By, 0% 55) inQ*0),  Wleo=vp onZ(0).

System (1.7), as a hyperbolic conservation law, admits a conserved L? energy

1
Eo(t) = ) 3 f o[ + |B** + 2P(0*, s*) + 0*|s** dx + o Area(X(t))
¥ (1)

where B(o*, s¥) = fﬁg: % dz. See Section 3.1 for proof.

1.2 Reformulation in flattened domains
1.2.1 Flattening the fluid domains

We shall convert (1.7) into a PDE system defined in fixed domains Q* := T-! x {0 < +x; < H}. One way to achieve this is to
use the Lagrangian coordinates, but it would bring lots of unnecessary technical difficulties when analyzing the surface tension.
Here, we consider a family of diffeomorphisms ®(z, -) : Q* — Q*(¢) characterized by the moving interface. In particular, let

(D(t’ X’,Xd) = (X,, Qo(t’ )Cd)), (18)
where
@(t, x) = xq + x(xa)y(t, x') (1.9)

and y € C([—H, H]) is a smooth cut-off function satisfying the following bounds:

8
Iy < D P le <€, x=1 on(=1,1) (1.10)
J=1

1
lIolleo + 20



for some generic constant C > 0. We assume |g|,~12y < 1. One can prove that there exists some Ty > 0 such that

sup [y (2, )2y < 10 < H, the free interface is still a graph within the time interval [0, T5] and
[0,T0]

1 1
Bap(t, X', xg) = 1+ ' (xa)yp(t, x') = 1 - 76 % 10 > 5 1€ [0, To],
which ensures that ®(¢) is a diffeomorphism in [0, T].
Based on this, we introduce the new variables

Vi X) = ut (L, DY), bE(tx) = BE(L @1, x), pt(tx) = 0" (t, D1, X)),

S5, x) = " (1, (1, %), g (t,x) = Q*(t, 0(t,x)), p*(t,x) = P(t, O(t, x)) (1.11)
that represent the velocity fields, the magnetic fields, the densities, the entropy functions, the total pressure functions and the
fluid pressure functions defined in the fixed domains Q* respectively. Also, we introduce the differential operators

0, 1
V= (0,00, 05 =00— 2L0y a=t1,--,d-1; & =0, (1.12)
Oap dap
Moreover, setting the tangential gradient operator and the tangential derivatives as
V=@ 0am1), 0=, i=1,-,d-1,
then the boundary conditions (1.4) on the free interface X(¢) are turned into
_ Yy
¢l =ocHWY) =0V | ———| on[0,T]xZ, (1.13)
1+ vyl
O =v*-N, N=(=01,—-00,1)" on[0,T]XZ, (1.14)
b*-N=0 on[0,T]xZ, (1.15)
where T = T¢! x {x; = 0}.
Let DY* := 0¥ + v* - V¥. Then system (1.7) is converted into
PEDFEVE — (b* - VO)b* + Vég* =0, ¢* = p* + %lbﬂz in [0, T] x Q=,
D p* + prV¥e .yt =0 in [0, T] x Q*,
Pt = p*(p*,S%), 9= >0, p* 29y >0 in [0, T] x QF,
DY b* — (b* - VO)V: + bEVY v =0 in [0, T] x Q*,
V¢ . bt = in [0, T] x QF,
Dttﬂisi =0 in [O,T] XQi, (1 16)
—oV. [ 0,T] XX,
[[CI]] g ( W) on [ ]
oy =v:-N on[0,7T]xZX,
b*-N=0 on[0,T]xX,
vi=b;=0 on [0,T] X X*,
(Vi’ bi?ﬁ’i? Si’ lp)|t=0 = (Vﬁ, bar’p(i;’ Sér’ WO)
Invoking (1.12), we can alternatively write the material derivative DY as
+ + v 1 +
DY =8, +v" - V+ — " -N=08,0)04, (1.17)
Oap
-+ + + \T . : : -+ v l + T
where V* := (v, - - - Vi )t is the horizontal components of the fluid velocity, -V := Z] v]fé‘j, andN := (=01, -+ ,—04-1¢, 1)
=

is the extension of the normal vector N into Q*. This formulation will be helpful for us to define the linearized material deriva-
tive when using Picard iteration to construct the solution.



1.2.2 Parametrization of the equation of state

We assume the fluids in Q* and Q" satisfy the same equation of state of polytropic gases. Specifically, we parametrize the
equation of state to be p = p(p/A%,S) where A > 0 is proportional to the sound speed ¢, := 4/0,p. For a polytropic gas, the
equation of state is parametrized in terms of 4 > 0:

pa(p,S) = A2 (" exp(S/Cy) = 1), y>1, Cy>0. (1.18)
When viewing the density as a function of the pressure and the entropy, this indicates

oa(p/22,8) = ((1 + %)6_37)% . and log (pa(p/2%,$)) =y log ((1 + %)e‘%). (1.19)

Let ¥*(p*,S*) := logp*(p*,S*). Since Zﬁi > 0 and p* > 0 imply ‘397; = p%gﬁi > 0, then the second equation in (1.16) is
equivalent to
oF*
op*

Also, we assume there exists a constant C > 0, such that the following inequality holds for 0 < k£ < 8:

(P, SHD*p* + V¢ - v* = 0. (1.20)

OVF (p.S) < C, 185 F (p.S)| < ClA,F (p.S)I < CH,F(p.S). (1.21)

Hence, we can view ¥ = log p as a parametrized family {F.(p, S)} as well, where € = % Indeed, we have

e 1 10g (1+&2me ). (1.22)
dp

Since we work on the case when the entropy and velocity are both bounded (later we will assume u, S € H*(Q)), there exists

A > 0 such that

0Fe
op

19
(p.S) = ;a—g(p,S) < A& (1.23)

We slightly abuse the terminology and call A the sound speed and call & the Mach number. When A > 1 (¢ < 1), the constant
A in (1.23) can be greater than 1 such that

ATl < %—f(p,S) < A& (1.24)

oF;

6—p(pi, §*) = & for simplicity when discussing the incompressible limit.

We sometimes write 9“; =

1.3 History and background
1.3.1 An overview of previous results

There have been a lot of studies about free-boundary problems in ideal MHD, of which the original models in physics are
mainly three types: plasma-vacuum interface model, current-vortex sheets and MHD contact discontinuities. The plasma-
vacuum problem is related to plasma confinement problems [17, Chap. 4] in laboratory plasma physics, which describes the
motion of one isolated perfectly conducting fluid in an electro-magentic field confined in a vacuum region (in which there
is another vacuum magnetic field satisfying the pre-Maxwell system). When the vacuum magnetic fields are neglected, the
plasma-vacuum model is reduced the free-boundary problem of one-phase MHD flows and we refer to [24, 36, 22, 21, 20, 26]
for local well-posedness (LWP) theory in incompressible ideal MHD. It should be noted that, when the surface tension is
neglected, the Rayleigh-Taylor sign condition —VyQls;) > ¢o > 0 should be added as an initial constraint for LWP which is
the analogue of Euler equations [14] and we refer to Hao-Luo [25] for the proof. For the full plasma-vacuum model without
surface tension in incompressible ideal MHD, we refer to [18, 19, 56, 34]. As for the compressible case, in a series of works
[52, 61, 62, 64], Secchi, Trakhinin and Wang used Nash-Moser iteration to construct the solution due to the derivative loss
in the linearized problems. Very recently, Lindblad and the author [32] proved the LWP and a continuation criterion for the
one-phase free-boundary problem in compressible ideal MHD without surface tension, which gave the first result about the
energy estimates without loss of regularity.



A vortex sheet is an interface between two “impermeable” fluids across which there is a tangential discontinuity in fluid
velocity. For incompressible inviscid fluids without surface tension, vortex sheets tend to be violently unstable, which exhibit
the so-called Kelvin-Helmbholtz instability. There have been numerous mathematical studies, especially for 2D irrotational
flows, and we refer to [15, 68] and references therein. On the other hand, surface tension is expected to “suppress” the Kelvin-
Helmboltz instability and we refer to [2, 8, 53]. When the compressibility is taken into account, we shall consider not only the
motion of the interface of discontinuities but also its interaction with the wave propagation in the interior. Let j = o(u - N — 0,¢)
be the mass transfer flux. In view of hyperbolic conservation laws, strong discontinuities can be classified into shock waves
(j # 0,[lo]l # 0) and characteristic (contact) discontinuities (j = 0). For compressible Euler equations, contact discontinuities
are classified to be vortex sheets ([u.] # 0) and entropy waves ([u] = 6, [ell. [s] # 0). The existence and the structural
stability of multi-dimensional shocks for compressible Euler equations was proved by Majda [39, 40] (see also Blokhin [5])
provided that the uniform Kreiss-Lopatinskii condition [28] is satisfied. Since compressible vortex sheets are characteristic
discontinuities (the uniform Kreiss-Lopatinskii condition is never satisfied), there is a potential loss of normal derivatives for
compressible vortex sheets, which makes the proof of existence more difficult. For 3D Euler equations, compressible vortex
sheets are always violently unstable [16, 44, 58] which exhibit an analogue of Kelvin-Helmholtz instability; whereas for 2D
Euler equations, Coulombel-Secchi [11, 12] proved the existence of “supersonic” vortex sheets when the Mach number for
the rectilinear background solution (+v, p) exceeds V2 and the violent instability when the Mach number is lower than V2.
Similarly as the incompressible case, surface tension again prevents such violent instability and we refer to Stevens [54] for the
proof of structural stability.

As for MHD, there are three types of characteristic discontinuities: current-vortex sheets (j = 0, B* - Ny, = 0), MHD
contact discontinuities (j = 0, B* - Nlg¢) # 0) and Alfvén (rotational) discontinuities (j # 0, [[o] = 0). The Rankine-Hugoniot
conditions for current-vortex sheets and MHD contact discontinuities (cf. [17, Chap. 4.5] and [63, Appendix A]) are

e (Current-vortex sheets/Tangential discontinuities) [Q] = cH, B*-N =0, d = u* - N on X(¢).
e (MHD contact discontinuities) [P] = cH, [u]l =[Bl=0, B*-N #0, d = u*-N on X(2).

MHD contact discontinuities usually arise from astrophysical plasmas [17], where the magnetic fields typically originate
in a rotating object, such as a star or a dynamo operating inside, and intersect the surface of discontinuity. An example is
the photosphere of the sun. In contrast, current-vortex sheets require the magnetic fields to be tangential to the interface. An
example in laboratory plasma physics is that the discontinuities confine a high-density plasma by a lower-density one, which is
isolated thermally from an outer rigid wall. In particular, when the plasma is liquid metal, the effect of surface tension cannot
be neglected [45]. In astrophysics, a generally accepted model for compressible current-vortex sheets is the heliopause [4]
(in some sense, the “boundary” of the solar system') that separates the interstellar plasma from the solar wind plasma. The
night-side magnetopause of the earth is also considered to be current-vortex sheets.

For MHD contact discontinuities, the transversality of magnetic fields could enhance the regularity of the free interface and
avoid the possible normal derivative loss in the interior. We refer to Morando-Trakhinin-Trebeschi [47] for the 2D case under
Rayleigh-Taylor sign condition N - V [Q] |z¢) > ¢o > 0, Trakhinin-Wang [63] for the case with nonzero surface tension, and
Wang-Xin [67] for both 2D and 3D cases without surface tension or Rayleigh-Taylor sign condition. In other words, Wang-Xin
[67] showed that transversal magnetic fields across the interface could suppress the Rayleigh-Taylor instability.

As for current-vortex sheets, Kelvin-Helmholtz instability can also be suppressed, but, unlike the transversal magnetic fields
in MHD contact discontinuities, the tangential magnetic fields must satisfy certain constraints. For 3D incompressible ideal
MHD, Syrovatskii [57] introduced a stability condition by using normal mode analysis:

o' |B* x [ul > +071B” x [ull > < (0" +0)IB* x B, (1.25)

which corresponds to the transition to violent instability, that is, ill-posedness of the linearized problem. Coulombel-Morando-
Secchi-Trebeschi [10] proved the a priori estimate for the nonlinear problem under a more restrictive condition
B+
X —— (1.26)

1)
max ,|—= < .
{ Vo* ' \ VR
Sun-Wang-Zhang [55] proved local well-posedness of the nonlinear problem under the original Syrovatskii condition (1.25)

by adapting the framework of Shatah-Zeng [53]. Very recently, Liu-Xin [33] gave a comprehensive study for both o > 0 and
o = 0 cases (see also Li-Li [30]).

B* B~

X [ull X [ull

'On August 25, 2012, Voyager 1 flew beyond the heliopause and entered interstellar space. At the time, it was at a distance about 122 A.U. (around 18
billion kilometers) from the sun. On November 5, 2018, Voyager 2 also traversed the heliopause.



For compressible current-vortex sheets without surface tension, Trakhinin [59] showed that the uniform Kreiss-Lopatinskii
condition [28] for the linearized problem is never satisfied, so only the neutral stability can be expected for the linearized
problem. However, the specific range for the neutral stability cannot be explicitly calculated [59, Section 4.2]. Thus, it is
still unknown if there is any necessary and sufficient condition for the linear (neutral) stability. To avoid testing the Kreiss-
Lopatinskii condition, Trakhinin [59] used the method of “Friedrichs secondary symmetrizer” to raise a sufficient condition for
the problem linearized around a background planar current-vortex sheet (9, b, o, S *) in flattened domains Q*, which reads

max {|if X [0y (1 + (/e ). 6" x 91\~ (1 + (¢ /c;)2)} < bt xbl. (1.27)

where ¢} = 1b*|/ \/ﬁ_i represents the Alfvén speed and ¢ := /dp*/Jp* represents the sound speed. If we formally take the
incompressible limit p* — 1 and ¢i — +co, then the above inequality exactly converges to (1.26) used in [10], and it is easy
to see (1.26) implies (1.25). Under (1.27), Chen-Wang [6] and Trakhinin [60] proved the well-posedness for the 3D problem
without surface tension and see also [66, 46] for the 2D case without surface tension. That is to say, non-collinear magnetic
fields in 3D and sufficiently strong magnetic fields in 2D can also suppress the analogue of Kelvin-Helmholtz instability for
compressible vortex sheets. When the surface tension is taken into account, it is expected to drop the extra assumptions
to establish the well-posedness of compressible current-vortex sheets, but so far there is no available result. Besides, the
local existence results were established by using Nash-Moser iteration in all these previous works which leads to an unavoiable
loss of regularity from initial data to solution.

Apart from the local existence, the singular limits for both free-surface ideal MHD flows and compressible vortex sheets
are far less developed. Ohno-Shirota [48] showed that the linearized problem in a fixed domain with magnetic fields tangential
to the boundary is ill-posed in standard Sobolev spaces H'(I > 2), but the corresponding incompressible problem is well-posed
in standard Sobolev spaces [22, 55, 56, 33, 34]. The anisotropic Sobolev spaces defined in Section 1.4.1, first introduced by
Chen [7], have been adopted in previous works about ideal compressible MHD [69, 50, 51, 60, 6, 52, 61, 62]. In other words,
there is no explanation for the mismatch of the function spaces for local existence yet. Besides, it is also unclear about the
comparison between the stabilization mechanism brought by surface tension and the one brought by certain magnetic fields
when the plasma is compressible. These questions should be answered by rigorously justifying the incompressible limit and
the zero-surface-tension limit. In particular, the existing literature about the incompressible limit of free-boundary problems
in inviscid fluids is only avaliable for the one-phase problems [31, 35, 13, 70, 71, 38, 23]. The incompressible limits of
free-boundary MHD and inviscid vortex sheets both remain completely open.

1.3.2  Our goals

We aim to give a comprehensive study for the local-in-time solution to current-vortex sheets in ideal MHD and particularly give
affirmative answers to the abovementioned questions. Specifically, in this paper, we prove well-posedness and incompressible
limit of current-vortex sheets with surface tension, namely system (1.16), in both 2D and 3D. In the second part of the two-
paper sequence, we will prove the zero-surface-tension limit of system (1.16) under certain stability conditions in 3D and 2D
respectively; besides, we will also improve the incompressible limit result such that the uniform boundedness (with respect to
Mach number) of high-order time derivatives can be dropped, which is a rather nontrivial improvement and relies on a new
framework to prove the uniform estimates.

To our knowledge, this is the first result about the incompressible limit of compressible vortex sheets and free-boundary
MHD and also the first result about compressible current-vortex sheets with surface tension. The incompressible limit also ties
our result to the suppression effect on Kelvin-Helmholtz instability brought by either surface tension or suitable magnetic fields.

1.4 Main results
1.4.1 Anisotropic Sobolev spaces

Following the notations in [65], we first define the anisotropic Sobolev space H'(Q*) form € N and Q* = T1%{0 < +x; < H}.
Let w = w(xg) = (H* - xfi)xé be a smooth function” on [—H, H].Then we define H”(Q*) for m € N* as follows

d-1
H'(Q*) = { f € LXQ5)|(0d) 3% -+ 8% f € L2(Q*), Va with Z @)+ 200+ agy Smy,
j=1

2The choice of w(xz) is not unique, as we just need w(x,) vanishes on TUX* and is comparable to the distance function near the interface and the boundaries.



equipped with the norm

2 . 1 Q@ g o112
ey = D @i 35 35 faq- (1.28)
di] a2+ <m
j=1
For any multi-index « := (g, @1, - , ¥y, @y+1) € N9+2 we define
d-1
0y = 3 (wd )™ A" -3, (a) = Z @+ 2 + gy,
Jj=0
and define the space-time anisotropic Sobolev norm || - ||, to be
2 2 2
W = D 102 FI ey = D, 10 IR e (1.29)
(@)<m a@p<m :

We also write the interior Sobolev norm to be || |5+ := || f (¢, -)llas@+) for any function f(z, x) on [0, T'] x Q* and denote the
boundary Sobolev norm to be |f|, := |f(z, -)|usx) for any function f(z,x") on [0, T] x .

From now on, we assume the dimension d = 3, thatis, Q* = T?x{0 < +x3 < H}, X* = T?x{x3 = +H}and T = T?x{x3 = 0}.
We will see the 2D case follows in the same manner up to slight modifications in the vorticity analysis and we refer to Section

3.6.4 for details. Invoking (1.20) and writing ¥ := %if , system (1.16) is equivalent to

PEDTEVE — (b* - VOb* + Veg* = 0, ¢* = p* + Ib*F  in[0,T]x Q%
S D Pt + Vvt =0 in [0, 7] x QF,
p*=p*(p*S*), F*=logp*, F;>0,p"2p>0 in[0,T]xQ%,
DY b* — (b* - V¥)V: + bEVY v =0 in [0, T] x Q*,
Vbt =0 in [0, T] x Q*,
D‘[PiSi -0 in [0, T] X QF, (1.30)
[[Q]]=GV( 2 ) on [0, T] X £,
1+Vy?
oy =vt-N on[0,T] X X,
bt-N=0 on[0,T] XX,
vj: j:o OH[O,T]XZi,
(vi’ bi»pi» Si’ lp)lt:() = (Vg, bg’pé’ Sgs WO)
Since the material derivatives are tangential to the boundary, that is, DY* = _,i := §,+7* -V on T and T*, the compatibility

conditions (1.6) for initial data up to m-th order (m € N) are now written as:

[/a]li=0 = 00/ HIeg o=, 0<j<m,
O lieo = /0 “N)o onZ, 0< j<m, (1.31)
ﬁljvjhzo =0 onX*, 0<j<m.
Under (1.31), one can prove that 6{ (b* - N)|,=o = 0 is also satisfied on X and £* for 0 < j < m and we refer to Trakhinin [60,
Section 4] for details.
1.4.2 Main result 1: Well-posedness and uniform estimates in Mach number
The first result shows the local well-posedness and the energy estimates of (1.30) for each fixed o > 0.

Theorem 1.1 (Well-posedness and uniform estimates for fixed o~ > 0). Fix the constant o > 0. Let U5 := (v, b5, 0;5,5;)" €
H3(Q*) and Yo € H°>(Z) be the initial data of (1.30) satisfying

o the compatibility conditions (1.31) up to 7-th order;
e the constraints V¥ - b = 0 in QF, b* - N|j=ojxzus) = 03



e [[Voll| > 0on X, [yolr~z) < 1, and E(0) < M for some constant M > 0.

Then there exists T,, > 0 depending only on M and o, such that (1.30) admits a unique solution (v*(¢), b*(¢), p*(2), S *(¢), ¥ (2))
that verifies the energy estimate
sup E(r) < C(c~H)P(E(0)) (1.32)
te[0,T]
and sup |Y(7)| < 10 < H, where P(: - -) is a generic polynomial in its arguments. The energy E(?) is defined to be
1€[0,T,]
E(1) := E4(1) + Es(1) + E6(2) + E7(1) + Es(1),

4-]
Eal):=) > )

T (0)=2 k=0

4+1 )

+ Z | ‘/Egﬂafwisnfk 0<l<4
k=0

(k+ag=I-3)+ 2
7

(s”‘f“@f (Vj:’ bi’ Si’ (ﬁ)ipi))

dk—l,x (1.33)

where k, := max{k,0} for k € R and we denote 7% := (w(m)%)““ﬁf"ﬁf‘@? to be a high-order tangential derivative for the
multi-index @ = (@, a1, @2, 0, @4) with length (for the anisotropic Sobolev spaces) (@) = ag + @] + @2 +2 X 0+ a4. The quantity
& is the parameter defined in (1.22). Moreover, the H(X)-regularity of i can be recovered in the sense that

3+1

4
> loce?dtls,,, < PE@), Vi€ [0,T,]. (1.34)
=0 k=0

Remark 1.2 (Correction of E4(#)). The norm I|pi'l|fLi in E4(?) defined by (1.33) should be replaced by ||(T[:—')%p—||éi + ||Vp’-'||§i
because we do not have L? estimates of p* without ?'pi—weight. We still write || pilli .. as above for simplicity of notations.

Remark 1.3 (Weights of Mach number of p*). In (1.33), the weight of Mach number of p is slightly different from (v, b, ),
but such difference only occurs when 7 ¢ are full time derivatives and k = 4 — [. In fact, due to k <4 — [ and ay < (@) = 2[, we
know (k + ap — [ — 3), is always equal to zero unless @y = 2/ and k = 4 — [ simultanously hold.

Remark 1.4 (Relations with anisotropic Sobolev space). The energy functional E(f) above is considered as a variant of || - ||g . +
norm at time ¢ > 0. For different multi-index @, we set suitable weights of Mach number according to the number of tangential
derivatives that appear in 0, such that the energy estimates for the modified norms are uniform in &.

Remark 1.5 (Nonlinear structural stability). System (1.30) is studied in a bounded domain T? x (~H, H). Indeed, our proof
also applies to the case of an unbounded domain, such as T? x R,, R? x R,, for non-localised initial data U(i; satisfying
(U; = U*,yp) € H8(Q) x H*>(Z) where U* represents a given piecewise-smooth background solution of planar current-vortex
sheet (vi,v5,0,b7,b5,0,p*,S%)T in Q*. The result corresponding to this initial data exactly justifies the existence and the
local-in-time nonlinear structural stability of the piecewise-smooth planar current-vortex sheet U*.

1.4.3 Main result 2: The incompressible limit

Next we are concerned with the incompressible limit. For any fixed o > 0, the energy estimates obtained in Theorem 1.1
are already uniform in €. Also, [|0;(v,b,S)|l3 + |¥:l45 is uniformly bounded in €. Thus, using compactness argument, we
can prove the incompressible limit for current-vortex sheets with surface tension. Specifically, the motion of incompressible
current-vortex sheets with surface tension are characterised by the equations of (£7, w*“, h*?) with incompressible initial data



(&5, wy7, hy”) and a transport equation of S*7:
RET (G, + W VE DT — (0= VEREC 4 VTR =0 in[0,T] X Q,
VE W =0 in[0,T] X Q,
0, + w7 - VEORET = (B0 . VE )yto in[0.7]x Q.
v E =0 in[0,T]xQ,
0 + w7 -VE)BHT =0 in[0.T]x Q.
7] = oV - ( v ) on [0. 71X 5 (1.35)
0" = whe - N7 on [0,T] X %,
7N =0 on [0,T] X &,
Wy =15 =0 on [0, T] x =,
W=7, h=7, @57, E7) i = Wy, by, S5, &),

where Z7(z, x) = x3 + x(x3)&7 (¢, x’) is the extension of £7 in Q and N7 := (—5,5", —525", 1)T. The quantity IT* := IT* + %|hi|2
represent the total pressure functions for the incompressible equations with TT* the fluid pressure functions. The quantity R*
satisfies the evolution equation (9, + w* - V=" )R* = 0 with initial data R5" := p=7(0, S5).
Denoting (y*7, vE&7, b5 o580 §+80) g be the solution of (1.30) 1ndexed by o and g, we prove that (=7, vE&7 h=80 pEE0 g8
converges to (&7, w7, k57 RE7 S*7) as ¢ — 0 provided the convergence of initial data.

S(T biSO’ +,8,00 S+€0'

Theorem 1.2 (Incompressible limit for fixed o > 0). Fix o > 0. Let (w Ny

(1.30) for each fixed (g,0) € R* x R*, satisfying

) be the initial data of

a. The sequence of initial data (¥, vy™", b5, p5*7, S §57) € HP>(2) x H3(Q*) x HY(QF) x H¥(Q*) x H3(Q*) satisfies
the compatibility conditions (1. 31) up to 7-th order, and o7l < 1.
b (‘7[/0 v 8‘80’ b+£o‘ S+80’) — ( g-’wg)_",O' 8—0’ 6‘60‘) in HSS(Z) X H4(Qt) X H4(Qi) X H4(Qi) as & — 0

c. The incompressible initial data satisfies | [[Wo]] | > 0 on X, the constraints V& - hg"’ =0in Q*, h*7 - N7 ojxx = 0.

Then it holds that
(d’&o—, vt,s,o" bi,é‘,o” Si,s,o') — (égo', Wt,a" hi,o" 61,0’)’ (136)

weakly-* in L2([0, T ]; H>(Z) x (H*(©Q*))*) and strongly in C([0, T ]; H237(2) x (H;: °(Q*))?) after possibly passing to a
subsequence, where T is the time obtained in Theorem 1.1.

Remark 1.6 (The “compatibility conditions” for the incompressible problem). For the incompressible problem, there is no
need to require the so-called “compatibility conditions” for the initial data. The convergence of compressible data automatically
implies the fulfillment of time-differentiated kinematic boundary conditions and the time-differentiated slip conditions at ¢ = 0.
The time-differentiated jump conditions can also be easily fulfilled by adjusting the boundary values of IT*, as the pressure
function IT is NOT uniquely determined by the other variables for the incompressible problem.

List of Notations: In the rest of this paper, we sometimes write 7 to represent a tangential derivative 7% in Q* with order
(@) = k when we do not need to specify what the derivative 7 ¢ contains. We also list all the notations used in this manuscript.

o O =T x{0<xx;<H,Z:=T"x{x;=0}and * := T ! x {x; = +H},d = 2, 3.

o || |ls+: We denote [|flls.+ := lIf (. )llmss) for any function f(z, x) on [0, T'] X Q.

e |-|;: Wedenote |f|s := |f(Z, -)|msx) for any function f(z, x") on [0, T'] X X.

® || |l;n«: For any function f(t, x) on [0, T] X Q, || fllm* L= 2 lodf, ')||(2)’ .. denotes the m-th order space-time anisotropic
(@)sm

Sobolev norm of f.

P(--+): A generic polynomial with positive coefficients in its arguments;

[T, flg :=T(fg) — fT(g), and [T, f,g] := T(fg) — T(f)g — fT(g), where T denotes a differential operator and f, g are
arbitrary functions.

¢ 9:0= d1,- -+ ,04-1 denotes the spatial tangential derivative.

o« ALB: Ais equal to B plus some lower-order terms that are easily controlled.
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2 Strategy of the proof

Before going to the detailed proof, we would like to briefly introduce the strategies to tackle this complicated problem. We will
decompose the problem into the following parts:

1. Uniform-in-¢ estimates for one-phase compressible ideal MHD in a fixed domain with boundary.

2. Generalization to the free-boundary setting by using Alinhac good unknowns and analysis of three crucial terms that
contributes to the boundary regularity, shows a cancellation structure to reach the incompressible limit and exhibits the
crucial difficulty caused by the tangential velocity jump in vortex sheets respectively.

3. Design an appropriate approximate system to prove the local well-posedness without using Nash-Moser or tangential
smoothing.

Moreover, we will make comparison between the compressible problem and the incompressible problem, between the La-
grangian coordinates and the “flattened coordinates” among the vortex sheet problem, the one-phase problem and the MHD
contact discontinuity.

2.1 Uniform estimates for one-phase MHD flows in a fixed domain

First, let us temporarily forget about the free-boundary setting and recall how to derive uniform estimates in Mach number for
the one-phase problem of (1.1) in the fixed domain Q = T? x (—H, H) with the slip conditions u3 = B3 = 0 on dQ in the
preparatory work [65] by Wang and the author.

2.1.1 Div-Curl analysis: a hidden structure of Lorentz force

The entropy is easy to control thanks to D;s = 0, so it suffices to analyze the relations between (u, B) and Q := P + %IBIZ. Using
div-curl decomposition, we shall prove the H3-estimates for the divergence part and the curl part in order to control ||, Blls.
The divergence part is reduced to the tangential derivatives ||F,D,P||3. To control the curl part, we take Vx in the momentum
equation and invoke the evolution equation of B to get

d
5 f 0PV xw) +10*(Vx B dx = — f 3V X (B(V - u)) - #*(V x B)dx + controllable terms, (2.1
Q Q

where we find that there is a normal derivative loss in the term 63V x (B(V - u)). Indeed, invoking V - u = ~¥,D,P, commuting
V with D, and inserting the momentum equation —VP = oD,u + B X (V X B), we find a hidden structure of the Lorentz force
B x (V x B) that eliminates the normal derivative in the curl operator:

FpB X (0°VD,P) = ~F,0B X (8*D*u) — F,B x (B x 3*D,(V x B)) + lower order terms,

in which the second term contributes to an energy term —%% fQ FplB x (8°V x B)[>dx plus controllable remainder terms. Thus,
the vorticity analysis for compressible ideal MHD motivates us to trade one normal derivative (in curl) for two tangential
derivatives together with square weights of Mach number, namely s?D?. Furthermore, it can be seen that the anisotropic
Sobolev spaces defined in Section 1.4.1 should be the appropriate function spaces to study compressible ideal MHD with
magnetic fields tangential to the boundary. This structure was first observed by the author and Wang in the recent preparatory
work [65] and gives a definitive explanation on the “mismatch” of fucntion spaces for the well-posedness of incompressible
MHD (H™) and compressible MHD (H>™): the “anisotropic part”, namely the part containing more than m derivatives, must
have weight &> or higher power which converges to zero when taking the incompressible limit. The 2D case can also be
similarly treated.

2.1.2 Reduction of pressure: motivation to design the energy functional

We still need to reduce the normal derivative falling on Q (or P = Q — %IBIZ). To do this, we just need to use -VQ =
oDu — (B - V)B and the fact that D, and B - V are both tangential. Repeatedly, all normal derivatives are reduced to tangential
derivatives, and the tangential estimates are expected to be parallel to the proof of L? energy conservation.
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A remaining task is to determine the weights of Mach number assigned on u, B, P when we invoke the momentum equation
to reduce VP. One thing we already know from the momentum equation is that V(P + %IBIz) ~ (B - V)B — D,u, which suggests
that 0¥V P should share the same weights of Mach number as 3**'u. Apart from this, we recall that the L? energy conservation
shows that u, B, \/7?,,P, s € L2(Q), which suggest that 6f(u, B, s) should share the same weights of Mach number as s@fP when
doing tangential estimates.

Thus, we can conclude our reduction scheme as follows

a. Using div-curl analysis to reduce any normal derivatives on u, B. In this process, we have (V -,V - B) — £>7 P and
(Vxu,VxB) = &7 %u, where 7 can be any one of the tangential derivatives 0,,51 . 52, w(x3)03.

b. Using the momentum equation to reduce VP to 7 (u, B) and V(%|B|2) (this term should be further reduced via div-curl
analysis).

c. Tangential estimates: When estimating E4.,(¢) (defined in (1.33)), 77 (u, B) is controlled together with \/771”7’ YP in the
estimates of full tangential derivatives, i.e., when (y) =4 + L.

Based on the above three properties, we design the energy functional E(¢) in (1.33) and we expect to establish uniform-in-&
estimates for this energy functional.

2.2 Analysis in the free-interface setting

For the current-vortex sheets problem, one has to take into account of the free-interface motion. The regularity of free interface
is unknown a priori, o-dependent and determined by the solutions. We only focus on the uniform a priori estimates of (1.30)
in the following 2 subsections and postpone the solvability of the current-vortex sheets problem to Section 2.3.

Compared with the fixed-domain problem, we may not apply the same div-curl inequality which is not appropriate for us to
derive the uniform estimates for E(#), because the kinematic boundary condition v- N = ¢, introduces one more time derivative.
One may alternatively use the following one:

Vs > 1 IIXIE < COls, (Vglw) (IXIG + 1IV9 - XIE, + 1V9 x XI2_, + 18°X]2), (2.2)

The div-curl analysis converts all normal derivatives falling on v, b to tangential derivatives. According to the reduction
scheme, we need to control |[eXT TP (v, b, \F,p, S )II(% where 7 = (w(x3)03)*8;°d]' 87> and a, B, k, I satisfy

(@) =2, {By=4-1-k, 0<k<4-1,0<1<4 and By =0. (2.3)

In fact, the %7 ?-part comes from the vorticity analysis for E4,; and the 7#0*-part comes from the interior tangential derivatives
in div-curl inequality (2.2).

When commuting 77 with V¥, the commutator [77, 6f] f contains the term (03¢) ™' 770,003 f whose L?(Q)-norm is con-
trolled by ITVﬂbIO. However, the regularity of  obtained in 7 7-estimate is | \/ETyﬁﬁIo, which is o-dependent. To overcome
this difficulty, we introduce the Alinhac good unknown method which reveals that the “essential” leading order term in 7 7 (V¥ f)
is not simply V¥#(777 f), but the covariant derivative of the “Alinhac good unknown” F. Namely, the Alinhac good unknown for
a function f with respect to 77 is defined by F” := 77 f — T’cpéf f and satisfies

TIVES = VEF + C1(f), T'DYf = DYFY + D(f), 2.4)

where IICE?( Pllo and ||D7(f)llo can be directly controlled. Therefore, we can reformulate the 7 7-differentiated current-vortex
sheets system (1.30) in terms of V= BY* P¥* Q”*,§** (the Alinhac good unknowns of v¥, b*, p*, ¢*, S* in Q*) and reduce
the 77-estimate of (v¥, b*, p*, g*, S*) to the L2-estimate of good unknowns, which is similar to the L energy conservation and
exhibits several important structures when proving the uniform-in-¢ estimates. This fact was first observed by Alinhac [1] in
the study of rarefaction waves and was applied (implicitly) to the study of free-surface fluids by Christodoulou-Lindblad [9].
See also Masmoudi-Roussét [42] for an explicit formulation that has been widely adopted by related works.

Dropping the superscript y for convenience and applying L? estimates to the good unknowns, we get the following equality
which includes four major terms

d1 + 1yt + + Pt + +
Zd—tzfﬁp*lV*lz+|B*|2+5L'I;|P*I2d(V, = ST+ RT+ VS+ ) (Z* + ZB*) + - -- 2.5)
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where dV, := 03¢ dx. These four major terms are

ST :=&* f T (oH)O, T wdx', RT := - f (03] Ty T 04 dx’, (2.6)
z )
VS =¥ f TYq ([7] - VYT "¢ dx’, 2.7)
z
ZB* = 7 &Y f T[T, vi, Nildx!,  Z* .= =¥ f TG [T, 03vi,N;1 dV,. (2.8)
z o+

On the interface Z, the weight function w(x3) = 0, so it remains to consider 77 = @ ®0g+-i-kHarta) = ghtaoghti-tiran)  For
simplicity of notations, we replace k + e by k. One can directly show that the term ST gives the oe*-weighted boundary
regularity in E(7). The term RT is supposed to give us boundary regularity |¢*dy3,, , without o-weight provided the Rayleigh-
Taylor sign condition [[d3¢] = co > 0. However, in the presence of surface tension, we cannot impose the Rayleigh-Taylor sign
condition. Thus, we have to use the y/o-weighted boundary energy, contributed by surface tension, to control RT.

2.2.1 A crucial term for vortex sheets

Let us consider the term VS that exhibits an essential difficulty in the study of vortex sheets.
VS := & f oM, g([v] - V) a* "y dx. (2.9)
b

The difficulty is that we only have a jump condition for [[¢] but no conditions for ¢* individually. Thus, when 0 < k < 3 +1,
we integrate 9'/? by parts and control ¢* by using Lemma B.4

35+1-k_— -1 v\ qk qd+I1— “A+l-k - 1/2 NB+l-kq —11/2-
VS < (0,67 g |ole? (191 - V)3{0* yiya < 16700 g 11y 2160 0° D3Iy 2 Plale™ ks 51

This indicates us to seek for the control of |82]6f¢|5,5+1_k for 0 < k < 3 + [, which is exactly given by the surface tension.
Indeed, the jump condition H(¥) = 0! [[¢]] and the ellipticity of the mean curvature operator indicates that we can control
le2 0" ls 51— by o e¥ 0% [ ]| 13.5+1-« plus lower-order terms. Thus, surface tension significantly enhances the regularity of
the free interface such that VS is directly controlled.

Remark 2.1 (Comparison with one-phase problems and MHD contact discontinuities). The above estimate of VS term
is not uniform in o as the elliptic estimate is completely contributed by surface tension. This corresponds to the fact that one
cannot take the vanishing surface tension limit of vortex sheets for Euler equations as they are usually violently unstable (except
the 2D supersonic case [11, 12]). In the absence of surface tension, the term VS loses control even if the Rayleigh-Taylor sign
condition holds because the Rayleigh-Taylor sign condition N - V [Q] Iss) > co > 0 only gives the energy of |.92’6fw|4+1_k which
is 1.5-order lower than the desired regularity. For one-phase problems, the term VS does not appear because everything in Q is
assumed to be vanishing, so the Rayleigh-Taylor sign condition is usually enough to guarantee the well-posedness [61, 32]. For
MHD contact discontinuities, the jump condition [v] = 0 also eliminates the term VS and the transversality of magnetic fields
automatically give the bound for |6’,‘¢|4_k (cf. Wang-Xin [67]). However, the term VS must appear in the vortex sheet problems
due to | [v] | > O on Z. Thus, the appearance of the term VS shows an essential difference from one-phase flow problems and
MHD contact discontinuities.

Remark 2.2 (Treatment of full time derivatives). It should be noted that when the tangential derivatives are the full time
derivatives £29}*!, the above analysis is no longer valid as we cannot integrate by part 8} /2 Instead, one has to replace one 0,
by D?” and repeatedly use the Gauss-Green formula, the symmetric structure, the continuity equation. In fact, this is the most
difficult step in the proof of uniform estimates and we refer to step 2 in Section 3.4.3 for those rather technical computations.

2.2.2 A crucial cancellation structure for incompressible limit

So far, it remains to control the term Z* + ZB*:

7* + ZB* = ¥ f TYG T, vi, Ni1dx' =¥ | TV [T, 03v;, Ni1dV, (2.10)
z Q*

We only obtain the regularity for /¥ 7 7q* in tangential estimates, but the first term contains 77¢* without e-weights. When

77 contains at least one spatial derivative (yy < (y)), one can invoke the momentum equation to replace 7,q (i = 1,2,4) by
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tangential derivatives of v, b, as only the full time derivatives of ¢* require one more e-weight. However, there may be a loss
of &-weight in this term when 77 only contains time derivatives, e.g., in 6”9+ -estimates for 0 < [ < 4. To get rid of this, there
is a cancellation structure that is observed by comparing the concrete forms of the commutators. Using Gauss-Green formula
and integrating by parts in d,, it is easy to see that the leading-order part is

d
zB* + 7+ & s'3 | 0:07q* v - aNdx
o (2.11)

- f 03020,V - 9 N) dx — & f Bt 0,(07 v - 330,N) dx + - - -
Q* Q*

where the first term can be controlled by using Young’s inequality after integrating in time ¢ and the other two terms can be
directly controlled uniformlly in & because the full time derivatives of g no longer appear. Hence, the problematic terms in
(2.10) are controlled uniformly in €.

Remark 2.3 (Calculations in anisotropic Sobolev space). We use anisotropic Sobolev spaces and the normal derivative 93
should be considered as a second-order derivative. A new difficulty is mainly presented in the following two ways: the control
of commutators € and D is more subtle in the analysis of Eg(f) (purely tangential regularity), and the standard Sobolev trace
lemma is no longer useful. The latter issue can be resolved by using Lemma B.3 and Lemma B.4, while the first issue required
very delicate analysis on the commutators €;(v;) and €(q). We refer to Section 3.3.2 for detailed reduction procedures.

Remark 2.4 (Comparison with the Lagrangian setting). In the author’s previous paper [32] about the one-phase MHD without
surface tension under the setting of Lagrangian coordinates, the “modified Alinhac good unknowns” were introduced to avoid
the derivative loss in these commutators, that is, lots of modification terms were added to F such that the corresponding C(f) is
L?-controllable. Those modification terms are necessary when using Lagrangian coordinates but are redundant in the setting of
this paper when the free interface is a graph. The precise reason is that, in the Lagrangian setting, the boundary regularity we
obtain from tangential estimates has the form |5’17 N I% where 7 represents the flow map of v, which is not enough to control the

top-order derivatives of the co-factor matrix A := [dn]~! and the Eulerian normal vector N = 577 X 577. In contrast, the setting
in this paper allows us to explicitly express the Eulerian normal vector, the surface tension, the boundary energy in terms of
Vi, and we can also explicitly write the normal derivative of the “non-characteristic variables” (g, v - N) in terms of tangential
derivatives of the other quantities, which will be frequently used throughout this manuscript.

2.3 A robust method to solve the compressible vortex sheets problem

As pointed out in a series of the author’s previous works [37, 70, 71, 21, 38], the local existence for inviscid fluids is not a
direct consequence of the a priori estimates without loss of regularity. There is a loss of one tangential spatial derivative in
arising from the analogues of ST and RT terms when doing the Picard iteration. Besides, due to the presence of surface tension
and compressibility, one has to control the full time derivatives of v, b, p, S which only belong to L*(Q*) and their boundary
regularity is unknown due to the failure of trace lemma. The delicate cancellation structures for the original nonlinear problem
(1.30) no longer exist for the linearized problem. Therefore, we shall enhance the regularity of i in both tangential spatial
variables x’ and the time variable 7. There are mainly two methods to prove the existence in previous related works

1. Nash-Moser iteration. Although there may be some derivative loss for the linearized problem, the order of regularity
loss is a fixed number, so one can use Nash-Moser iteration to prove the local existence of smooth solution or solution in
Sobolev spaces with a loss of regularity from initial data to solution (cf. [12, 60, 52, 61, 62, 64]).

2. Tangential smoothing. This method has been widely used in the study of free-surface inviscid fluids in Lagrangian
coordinate [8, 22, 37, 70, 71, 21]. In the paper [38], Luo and the author first introduced the tangential smoothing scheme
for Euler equations in the “flattened coordinate”. However, the constraint - N|z = 0 no longer propagates from the initial
data after doing tangential smoothing on N.

In this paper, we introduce a new and simpler approximation scheme, namely the nonlinear approximate problem (3.1),
indexed by « > 0, for (1.30) by adding two regularization terms to the jump condition for g as below:

4] = oH — k(1 = Ay — k(1 — Ao, (2.12)

where A := 5% + 5% is the tangential Laplacian operator on X. These two regularization terms help us to get k-weighted
enhanced regularity for both ¢ and i, which is enough for us to compensate the loss of derivatives in the Picard iteration
process. Also, the constraint b - N|y = 0 can be recovered at the end of each iteration step by modifying the normal component
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of the solution to the linearized system. So, we can solve the nonlinear approximate problem for each fixed « > 0 and we refer
to Section 4.1 for detailed construction of the linearization and the iteration scheme. As for the uniform-in-« estimates for the
nonlinear approximate problem, the appearance of these two regularization terms will not introduce any uncontrollable terms
with the help of some delicate technical modifications. In particular, the term VS remains the same as (2.9), and the elliptic
estimate for [[¢] in Section 2.2.1 is still vaild and uniform in « for the approximate problem. Hence, the local existence of (1.30)
is proven after passing the limit k — 0. The bounds obtained in both the iteration process (for fixed «) and the uniform-in-«
nonlinear estimates have no loss of regularity and are uniform in Mach number.

Since the abovementioned difficulties arising in previous frameworks do not appear in our new approximation scheme, we
believe that the approximation scheme is a robust method to prove the local existence (and the incompressible limit)
for a large class of free-boundary problems in inviscid fluids, especially the vortex sheets problem with surface tension.
Furthermore, we believe that taking zero-surface-tension limit seems to be an alternative way, other than Nash-Moser iteration,
to prove the local existence of compressible vortex sheets problems under certain stability conditions. This will be presented in
the second paper of this two-paper sequence.

Remark 2.5. We choose the “flattened coordinate” because of the reasons mentioned in Remark 2.4. It should be noted that
the design of the linearized problem and the Picard iteration process in the “flattened coordinate” is much more difficult than in
the Lagrangian coordinate because one has to “define” the free surface in each step of the iteration, whereas the free surface is
not explicitly computed and the flow map 7 is completely determined by the velocity in Lagrangian coordinates.

3 Uniform estimates of the nonlinear approximate system

Now we introduce the approximate system of (1.30) indexed by « > O.

pEDEEVE — (b* - VOD* + V¥g* =0, ¢* = p* + Jp*  in[0,T]x Q%
FpDEp* + V9 v =0 in [0, T] x QF,
p*=pH(p*.S%), FE=logp*, FF>0.p*2p >0 in[0,T]xQ*,
DY*b* — (b* - V)v* + b*V¢ - v* =0 in [0, T] x Q%,
Ve.bt =0 in [0, T] X Q*,
(= _ .
D/*S* =0 B in [0, T] x QF, (3.1)
_ VY. vy _ YN Y A
[¢] = oV ( W) k(1 — A2y — k(1 — Ao on [0,T] X Z,
oy =v:-N on[0,T] XX,
b*-N=0 on [0,T] X Z,
v§:b§=0 on [0,7] x X*,
(v*, b, p*, 8%, )li=0 = (v, by, 055 S o5 Wh).

Note that this system is not over-determined: the continuity equation, the evolution equation of b* and the kinematic boundary
condition stay unchanged, so one can still prove V¥ - b* = 0, b* - N|z = 0 and b5[s- = 0 propagates from the initial data.
The energy functional associated with system (3.1) is defined by

EX(t) := EX(0) + EX(t) + EX(D) + E5(1) + EX(0)

4-1
EL.[(Z‘) = Z Z Z (82[7-(18?(‘):’1)1"91,(?;:)( 002 r)+pi))

T (@)=21 k=0 dk—lx (3.2)
4+

!
e S NEatl, s [Nl s [Vl dr
k=0

2

where 0 < / < 4 and we denote 7% := (w(x3)d3)*8;°0}" 5” to be a tangential derivative for the multi-index @ = (e, @1, @2, 0, a4)
with length (@) = @p + a1 + @2 +2 X 0 + a4. The quantity (k + @9 — [ — 3); = 1 only when @y = 2/ and k = 4 — [ and it is equal
to 0 otherwise.

We aim to establish the a priori estimates of system (3.1) that is uniform in x > 0, which allows us taking the limit « — 0,
to construct the local-in-time solution to the original system (1.30) for fixed o~ > 0. Spefically, we want to prove the following
proposition
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Proposition 3.1. There exists some 7, > 0 independent of «, € such that

sup EX(r) < C(o~1)P(EX(0)). (3.3)

0<t<T,

Remark 3.1. The initial data of the approximate system (3.1) is not the same as the initial data of the original system (1.30)
because of the different compatibility conditions. The compatibility conditions (up to 7-th order) for system (3.1) are

lo/4] .-, = 0! (eH = k(1 = 2y — k(1 = D)d)|_, onZ, 0<j<7,
8 Wlieo = /0 - N)p onE, 0< <7, (3.4)
é){v;"lt:() =0 onX*, 0<j<T7.
In Appendix C, we construct the initial data of (3.1) satisfying the compatibility conditions (3.4) that is uniformly bounded in

« and converges to a given initial data of (1.30) satisfying the compatibility conditions (1.31) up to 7-th order.

3.1 L? energy conservation

Proposition 3.2. The approximate system (3.1) admits the following conserved quantity: Let
1 4+ + + + o+
=) 3 f PP+ DT + 2B (0", %) + p*IS*F dV,
+ Q=
1 tva AN 12 ’ ' ) 2 ’
+ 3 oAl + VY2 + k(1 = Ayl dx’ + K|[{OMW|” dx” dr.
b 0 Jx

Then $EX(r) = 0 with in the lifespan of the solution to (3.1). Here (3) := V1A, that is, (9)f(€) = /1 + [E2f(¢) in T? and

dvV, ;= 03¢ dx.

3.5)

Proof. The proof of L? estimate is straightforward. Taking L>(Q*)-inner product of v and the first equation in (3.1) and using
Reynolds transport formula (A.3), we get

dl1 + + + + + +
2@ J e ZLM v

(3.6)

1

= f lql o dx’ + > f PEVE v AV, — | BF - VOVE AV, + f SRV V) AV,
s — Ja: o: o 2

where the integral on X* vanishes thanks to the slip conditions. Let P(p*,S*) = fﬁ’z : @ dz. Then the first integral above

together with D¥*S* = 0 gives

+ + * + + d + +
fgi pEVE - vE AV, = - N #Df prav=—— Lip*‘ﬁ(p*)d(v,.

The boundary term gives /o-weighted and +/k-weighted regularity of  and ;. One has

’ _ _il tva _ A 2 ’_ a 2 ’
le[q]]«%wdx = dt2£0V1+|V¢|2+K|(1 Al dx fzKKa)%l dx’.

Then we insert the evolution equation of b* in the third term in (3.6) to get the energy of b*.

| ®* Vot b dV, = - f DFb* - bEdV, - | BEP(V2 v dV,
QO (o3 Q*
d 1 +12 1 +12 + +12 +
=—-—= |oF|7dV, + = [DF 7 (V¢ - vE)dV, — [DF|7(V? - vE) dVy,
dr2 0= 2 O O+
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where the last two terms exactly cancels with the last term in (3.6). Finally, D¥*S* = 0 and the Reynolds transport theorem
shows that & 5 2 e P S *[>dV, = 0. Therefore, we conclude that system (3.1) admlts the following conserved quantity

1 4.+ + + + +1o*
20 :=25f PHVER 4+ 65 + 280", %) + p*IS PV,
+ QF

(3.7)
1 — — ! —
+ = f o1+ VYR + (1 = Ayl dx’ + f f KOV |* dx’ dr,
2 s 0 Js
which can also be inherited to the original current-vortex sheet system (1.30) after taking x — 0. O

3.2 Reformulations in Alinhac good unknowns

Let 77 := (w(x3)03)"9]°d)' 8} be a tangential derivative with (y) = yo + 1 + 72 + y4. We define the Alinhac good unknown
of a given function f with respectto 77 by F¥ := 77 f — frwa;" f- The good unknown F satisfies

TV =VIR + €(f), T'Dff = D{F" +D'(f), (3.8)
where the commutators (EZ( f) and DY(f) are defined by
(E?(f):(ﬁfc’)ff)?’ygo+ T, — N; ,03f +63f[‘7' N;, — +Nc93f[7'77 2]‘7'7/8350
3 6 0\«,0 (93¢)
N; .
+ @[W,ag]f— ((9 )2 —— 03177, 03]p, i=1,2,3, (3.9)
and
D(f) = (DS NHT Yo+ [T, 7] SOf + T +[7Y,v-N- (9,<p, }63]‘
1 _
+ @[T}/av] 'Nan_(V’N_at‘P)63f |:7"7 (a )2:|Ty 3¢
1
b N=OT, 051 + (v N - 0,00 [77 051 (3.10)
B3¢ (33¢)

with (y’) = 1. Here N := (—5190, —5290, 1)T is the extension of normal vector N in Q*. The third term on the right side of (3.9)
is zero when i = 3 because N3 = 1 is a constant.

Therefore, we can reformulate the 77 -differentiated current-vortex sheets system (3.1) in terms of V»*, B* P¥* §¥* (the
Alinhac good unknowns of v*, b=, p*, S * in QF) as follows

PEDFEVYE — (b . V9B + V4QY = R)F - €(¢) in[0,T] x QF, (3.11)
FpDI P + V2.V = R)Z - ©(vF) in[0,T]x Q*, (3.12)

DB — (b* - VAV + b(V¥ - V'*) = R — b*C(v}) in[0,T] x Q*, (3.13)
V¢-b* =0 in[0,T]x Q% (3.14)

DS = DY(S*) in [0, T] x QF, (3.15)

with boundary conditions

[Q] = cT"H — kT (1 = Ay — kT7(1 = Ao — [d3g] T"¢ on [0,T] x (3.16)
VN = 8,70y + v - VT — W on [0,T] x (3.17)
b*-N=0 on[0,T] X (3.18)
b =vi=Bf=Vi=0 on[0,T]x zi, (3.19)
where R,,R,, R), terms consist of the following commutators
RY*E = [T7,b*] - V¢b* — [T, p* 1DV — p* DY (v*) (3.20)
Ry* = — [T F 1D p* = FED(p*) 3.21)
RI* 1= [77,5°] - V¥v* — DV(b°), (3.22)
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and the boundary term W?* is
WP = (03v° - NYT 'y + [T, Ni,vi'l, (3.23)

Note that w(x3) = 0 on £ U X*, so all boundary conditions are vanishing when y, > 0. Thus, 77 can be written as
Jraogi+h-ttao) on 37 We can replace k + ag by k (0 < k < 4 + 1) in the boundary energy terms. In the rest of Section 3, we aim
to prove the following tangential estimates

Proposition 3.3 (Tangential estimates for the approximate system). For fixed / € {0, 1,2,3,4} and any ¢ € (0, 1), the following
uniform-in-(«, €) energy inequalities hold:
3+1

3 3 |eriress o,
e SINTA o [N [N 4

+ (a)=2l 0<k<4-1
k+ag<4+l

3+

< OEX, () + Z B0 . +P( ZE§+1(O)]+P[Z E4+j(t)] f ( -1 Z Efw(r)] (3.24)

and
ZZ” 2za4+1(v_ bt S* (T)’p+)) ‘i . +|\/— 2154+]'ﬁ| +|W82154+Zl//|2 f |W82185+]w(‘r)|] dr
+ k=0
<5E§+,(t)+|82’a3+‘¢(0)|25+P[ - ZE§+J(O)J+P[ZE4ﬂ(t)} f [ I,ZE§+j(T)] dr. (3.25)
J=0 j=0

Here the first inequality represents the case when there are at least one spatial tangential derivatives and the second inequality
. o 2 . .
represents the case of full time derivatives. Moreover, the term |82’8f(//(0)| 5 54, on the right side does not appear when « = 0.

3.3 Tangential estimates: full spatial derivatives

We first study the case when all tangential derivatives are spatial derivatives 4, and 8, namely yo = y4 = 0in 77 :=
(a)(x3)63)74(9;y°6‘1“(9?. In view of the definition of E(f) and the div-curl decomposition, we need to prove the L? estimates

for the £¥d**'-differentiated system (0 < [ < 4). We now consider the case [ = 0, that is, the §*-estimate for the approximate
system (3.1) and aim to prove the following estimate

Proposition 3.4. Fix [ € {0,1,2,3,4}. For the tangential derivative 77 = 8**, (yo +y4 = 0, y1 +y2 = 4 + [), the £29**!-
differentiated approximate system admits the following uniform-in-(k, £) estimate: For any 0 < 6 < 1

2 _ 2 _ 2 J _ 2
&2 (V}’,i’B}’,i’S%i, ﬁfwi)(t)n +'\/532164”n,//(t)‘1 +‘W82134+11,0(t)‘2 +f |W821c')4+1(9,w(‘r)1 dr
0 0
) ! ; (3.26)
S SES, () + [y o, + Z fo P(o™ Ej, (1)dr, 0<I<4.
=0

3.3.1 The case [ = 0: §*-estimates

As stated in Section 2.2, we introduce the Alinhac good unknowns for 77 = &* and drop the script y for simplicity of notations
VE = g4vE - 3pdfvE, B 1= 3'b* - 0% pdfb®, P* = 0 p* - *pdfp*, QF = 8'q* - 3 diqt.

Note that we have

3
Q*=P*+b -B* + Z cdb* - kb
k=1

—.Y-E
=R

for some constants ¢, € N*.
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Step 1: Interior energy structure.

We test the equation (3.11) by V* in Q* and integrate by parts to get one boundary term and several interior terms

1d .

~— | pEIVERAV, = f p*DFVE - VEdV,

2dr Jo- o

= f (b* - V9)BE - VEdV, — f VEVEQE AV, + f VE - (RE - €(g*) AV,
+ + Q=

=R (3.27)
=- fﬁ B* - (b* - V/)V=dYV, + fgi b* -B*(V¥-VHAV, + Lt P*(V¥ - V*)dV,
+ fZQi(Vi -N)dx' + Ry + fgi RE(VE-VH AV,
Invoking the equation (3.13) for the evolution of B in the first integral above, the energy of B+ is produced.
- f+ B* - (b* - V/ )V AV,
=- f+ B* - DB*dV, - Q+(Bi’ “bH)(VE - VH AV, + fg; B* - R} dV, - js;(Bi -bHET) dV,
1d

== |Bi|2d"V,—1f(V‘0~vi)|Bi|2d(V,+f B* - R dV, (3.28)
2dr Jo- 2 Jo= "

R;

—f (Bi-bi)(V“’-Vi)d(Vz—f (B* - b5)E(v;) dV,
QO O

where the first term in the last line is cancelled with the second integral in (3.27), and the analysis of the second term in the last
line will be postponed.
. . 1 . .
The third term in (3.27) produces the energy of (¥,)2P* with the help of equation (3.12).

f PE(V¥ - V) dV,
Q*

1d 1 + —+ + + +
= Ty (P dV, — f (DFF + FEVE VPP AV, + f
Q=

_1d ot £ (o (3.29)
33 ). PERE AV, f PEG,(vE) dV,.

+ +

Ry

The last term in (3.27) can be controlled by inserting again the continuity equation and integrating Dfi by parts. We have

RE(VS - VE) AV, = - fQ FRIDIPEAV, + | RERG AV - fQ RGO AV,

O
d + +Pp* + NP+ +Pp* + ot
-2 Qi( TiRe) () d(V,+fi( 70 R: ) (7 ) d(V,+f91R;R;d(V, (3.30)
- [ meeone.
Qi

where the first term on the right side is controlled under time integral by

2

0 H FrPr@| + PEYO) + f P(Ej(1))dr, Y0 <5< 1
0 0

and the second term, the third term on the right side can be both controlled by P(E4(t)) via direct computation because R, only
contains 3-rd order tangential derivative of b.
The entropy is directly bounded by testing the transport equation of S* with S* itself

dl -
al fg PV, = fg PEREST AV, < I8 ol JE5) (3.31)
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The remainder terms are controlled by direct computation. For the commutator €, D, we have [|€(f)llo~ < CU¥la)llf*lo.+
and | D(f)ox S CU¥l4, [0 =Dl f*]lo+ when T = 0* by straightforward computation. Note that the initial data is well-
prepared in the sense that d,v|,—9 = O(1) with respect to Mach number, so there is no loss of e-weight in R, term. We have

RY + R + RE < P(EX(t)). (3.32)

Step 2: The boundary regularity contributed by surface tension.

We denote Z* := — fQi P*+b*-B* + R;)(Si(vf) dV, = - fQi Q*C;(vi') dV; to be the remaining interior terms presented above
which should be controlled together with some boundary terms involving ‘W*. Now we analyze the boundary integral in (3.27).
The sum of two boundary integrals can be written as

f QY (VY- N)dx' - f Q (V™ -N)dx’
> >
- f @q" - 3'0sg")O,3 + (7 - DFY - W d
)
- f @4 - s 0T + (7 - DTG - W dY
>
- [F1aFouar + (3l Dovex + [ Fq @n-Tdvar (339
> > >
_ f [95q] 7005w dv’ - f O T V)T dy + f g T - )Gy
) )] z
- fQ+‘W+ dx" + fQ_"W_ dx’
> >
=:ST+ ST+ VS+ RT+ RT*+ RT  +ZB" + ZB".

We will see that the term ST gives the +/o-weighted boundary regularity (contributed by surface tension) and the +/k-weighted
boundary regularity (contributed by the two regularization terms) which help us control the terms ST’, VS, RT, RT*. The terms
ZB* will be controlled together with Z* by using Gauss-Green formula. Do note that the slip conditions imply V5 = Bf =

Ay = 0 on T*, which eliminates all integrals on Z*. _ _
Inserting the jump condition [[¢]] = oH — k(1 — A)*¢ — k(1 — A)y; into the term ST, we get

o v _ e - o
ST=0 f 7V 3o dx’ — f k(1 = A*d*yd* oy dx’ — f k(1 = A)d*0yd* 0 dx’
z 2 z

V1 +Vyp
(3.34)

S Vi =4 , 1d ey W L 43
:a'f64V- Y 50w dx ———f k(@8] dx —f VB @,

Integrating by parts in the mean curvature term and using

5(%) - V"”W—Ivf‘” NI = 1+ Vo,

2 ’
dx’.

we get
. vy _
o | V.| ———|d*0y dx’
x 1+ Wy
7V, _ WVt — .
=—0 f Ivy SOV dX + o f Mw.atva“wx’ (3.35)
z N s INP

1

I
CINP

£ T [0°, Vs ViploV.y | - 0,:0*y dx’

5Ll
_"fz ([a ’ |N|]aw ¥

]@w-a—vkwiw .

=: STF
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which is further equal to

f ER 64w|2
2dt

VI+IVUP 1+ |V¢|2

* %f (|1V|)|(94 lﬁ| (N|3)|€Wv_a4lﬂ‘2 dx'+ST’f

=: STF

(3.36)

The control of ST’f , ST’; is straightforward which has been analyzed in the author’s previous paper [38, (4.77)-(4.78)], so
we only record the result here

STR + STR < P(IVi|1=) Vil

Vo3 V| | Vrodtu| < PaEsD).
Using Cauchy’s inequality

2 Vo - al 2

vaers, 2L _ Wl AT (3.37)

1+ Vg \/ 1+ Vg2 \/ 1+ [VyP

we obtain the \/o-weighted boundary regularity
' Yoty P 4 — =2
f STdr+ 5 f LA S— f | V@ atu| ax + f f | VRG* @] dx’ dr

0 ) = b ()5

V1 + [Vl (3.38)

I3 3
< f ST® + STRdx’ < f P(E}(1))dr.
0

So far, we already obtain the boundary regularity Voy € H>(Z), vky € H*(Z) and vky, € L?H>,([0, T] x ). Using this, we
can easily control ST’ term in (3.33). Invoking again the boundary condition for [¢]], we get

ST = f ocHGE - V)t ydx' -« f (1 =A% (5 - V)d*y dx’ —« f (1 = Ay, - V)d*y dx'. (3.39)
z z z

Integrating by parts 1 — A in the second term and (8) = V1 — A in the third term above, we can easily use the k-weighted
energy to control the last two terms.

— f (1 = B3y 5 - Dy dv

x (3.40)

=—x f ((1=2)8*) G+ - V)1 - D)F*y dx’ -« f ((1=B)d*) [1- A7 - VId*ydx,
z z

where the first term is controlled by [0 || V(1 — K)54lﬁ|é after integrating v - v by parts and using the symmetry, and the
second term is directly controlled by [V |2 | V(1 — Z)E“wlol W54¢//|2. Similarly, we have for any ¢ € (0, 1)

-k f f (1 - Ay, - V)Y dy' dr = —« f f (@YY, DN - V)d*y) dx’ dr
0 2

L[ [

Picking ¢ > 0 to be sufficiently small, the d-term can be absorbed by EYj(f). The first term in ST” is controlled in the same way
if we integrating V. by parts. Here we only list the result and refer the details to [38, (4.87)-(4.89)]

f THE - V)Y dx’ < P(Vilyre )7 e
P

(3.41)
< 6| Vk@F*u|,

KE‘H//E dx’ dr < SEL(t) + f P(EX(1))dr.

«/Ev_a“wﬁ < P(EX(1). (3.42)

Next we control the terms RT and RT* in (3.33). Note that we do not have the Rayleight-Taylor sign condition [d3¢] |5 >
co > 0, so we have to use the +/o-weighted energy to control these terms, we have

RT < |83l Wlaliila < o' P(ES(2)). (3.43)
Similarly, integrating v* - V by parts in RT* and using symmetry, the terms RT* can be directly controlled
RT* < [7%03qlw1= W3 < o' P(EX(D)). (3.44)
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Step 3: The crucial term for vortex sheets problem.

Now we study the term VS in (3.33) which appears to be the most problematic term for the vortex sheets problem. Note that
we do not have any boundary condition for ¢* individually. Thus, we may alternatively integrate 8'/> by parts and use (B.5) to
control VS.

VS = f 3'q (V] - V)*y dx’ < 110%q7lig _110:0°q Il 1171121V W12 < PESD)Wss, (3.45)
z

where we have used the Kato-Ponce inequality (cf. Lemma B.6) for s = 1/2, p; = 2, p» = o, q; = g¢» = 4 and Sobolev
embedding H 12(T?) — L*(T?). Now we need to control |55 via the jump condition of [¢]. Without the x-regularization
terms, we may use the ellipticity of the mean curvature operator to control |/|ss by o '|[¢] ls.s. Now, we can still prove
analogous result for the x-regularized jump condition.

Lemma 3.5 (Elliptic estimate for the free interface). For any s > 0.5 and « > 0, we have the uniform-in-« estimate

Wls1s < Wolsers + o (PAVYIL)Vilwrol00ls-0s + 1 [g] ls-05) -

Moreover, when « = 0, |os+1.5 1s not needed
loWlsars < PAVYIL)IVlyrolodplos +1[g] 1s-os. (3.46)
Proof. We take (9)**%3 in the jump condition to get
vy
V1 +IVyP

Testing this equation with (3)**3y in L2(Z), we get

_<5>S+0.5 [[q]] — _0_<5>X+0.5€ . + K(l _ Z)Z <5>S+0.5w + K(l _ K)<5>S+0.5 lpt-

_ \£<5>S+0.5 I[q]] <5>s+0.5w dx/ < |<5>s—0.5 [[q]] |0|<5>S+1.5¢|0.

For the right side, we can mimic the treatment of ST term to obtain the boundary regularity. The two regularization terms can
be directly controlled

fK(l _ Z)2<5>S+0.5$ <5>S+0.5$ dx' - fK(l _ K)(é).&%(}ﬁw (1 _ K)<5>S+045w dx' — |\/;lﬁ|§+25 ,
z z ’

f k(1 = BYBY 05y, @y 03y dy @ —l\f s

The term involving surface tension is controlled as follows

_ O_f(a>.s+0 SV l,b <5>s+0.5w dx' = O_f<5>s+0.5 V(ﬂ . <5>s+0.5§¢, dx’
1+ VP : Y1+ Wy

f |<a>s+0.5§¢/|2 |V¢/ <a>3+0 5V¢’|2
1+ VP J1+ |V¢/|2

+o L ([<5>s—o.s’m}<5ﬁiw+ (@05, ](VW @VV; l/,)_l

INP?
Using Kato-Ponce commutator estimate (cf. (B.8) in Lemma B.6), the commutators in the last line of the above identity are
controlled by P(I[Vi/|.=)|Vi|wi=|0]s—05. Using again Cauchy’s inequality (3.37), we conclude the elliptic estimate by

|3[<«9>‘ 03 VYOV w) V() dx

crwk“swlmﬂzsw W s < (PAVUL)Vlwelodvlios + 1Tl li-os) Wl s.
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In particular, Lemma B.7 suggests that we have
Wlse1s < Wolsris + o (PAVYL)Vedwrolodwls-os + gl 1s-05) -
Moreover, when « = 0, [ols+1.5 no longer appears as we do not need Lemma B.7

loWlsirs < POV Vilwrelodwl-os + 1 [q] ls-os- (3.47)

Now we can easily obtain the control for the problematic term VS by setting s = 4 in Lemma 3.5
VS < Wolss + o™ PXES(D)). (3.48)

Step 4: A cancellation structure for the incompressible limit.

It remains to control the term Z* and ZB*. In 54-estimates, each of these terms can be directly controlled. However, in the
control of Eg(1) and the control of full time derivatives, there will be extra technical difficulties due to the loss of Mach number
or the anisotropy of the function spaces. Thus, we would like to present a robust approach to control these terms. We take
Z~ +ZB™ as an example and the “+” case is controlled in the same way by reversing the sign when integrating by parts. Recall
that Q~ = 9%~ — 54<p(9§’q’, so we have

3
_ — _ _ 4 _ _
ZB = f g (d3v™ - N)d*y dx’ — f *o3q~(03v™ - N)d*wdx' + Z f (k)Q‘64‘kv‘ SN dx'. (3.49)
b b = vE
The first two terms in ZB~ can be directly controlled

f54q_(63v_ . N)54Lp dx’' — f54¢83q_(83v_ . N)54¢ dx’

z z
< (1877q lollas + W3) 103y - Nlvs < (llg™lla-Wlas + WE) 10V llo-Whos < P(e™", E5(1)).

The last term in ZB~ is controlled together with Z~ := — fQ, Q~¢;(v;) dV;. Recall that

— -4 O - -5 !
G07) = @) - [64’ ZTZ o ] o [‘94’ O @

_ 1 1=
+ 0ip03v; [63 —}66390, i=1,2

and

I = 1
C3(f) = (0930 + |8, —. B35 | - Bavs |8°, —— | 30
3(f) = (@5) V30" + P 3V3 3V3 (050)? 3¥

Note that N; = —d;¢ for i = 1,2, so we have

g N X RN e
- 8%, ==, 057 | = 8%, —, 93} | = | — |8 *sv;
[ dyp’ P ;k dg)
3
T A\l 1 -
:Z( )akN,.afa“-kv; —( ) 0, — | 0ipdz0* "7,
=1 k N k (93()0
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where the contribution of the first term above gives us (using Gauss-Green formula)

3
- Z f (2)Q-5’<N,-a§54—’<v; av,
k=1 Y

’;
4 — —
) Z (k) (f Q9 I Ndx - Q 9"N;0;0" v} dx)
- o
k;] (3.50)
4 E & 9 o — —
= Z (k) ( aSQ_BkN,'84—kvi_ dx + Q_ﬁkN,-83c')4"‘v,.— dx — f Q_BkNia3a4—kvi— W
k=1 o N
N 4 k 4- k _
= Z a3Q N7 dx.
k=1 k
Now invoking Q™ = 8%~ - 9" ©d%q~ and integrating one A by parts, we find that
314 o .
Z (k) 8;Q 0"N;0* 7 dx < (10°03q llo.- + Walld3q Nl DIWallvy lla— 351
k=1 o

Among other terms in €;(v;), we shall focus on the case when there are 4 derivatives falling on v; and ¢, and the control of
these terms (lised below) appears to be easier.

- f Q_54906§(V"’ -v7)dV, from the first term in €;(v;)
o

3 (3.52)
4 Z Q_635¢p 6?53\)_ -Ndx from the second term in €;(v;) when &° falls on 03v; .
i—1 Q-
Note that 35y~ - N = V¥ - v~ — V -7, we have
5% 06% (VY . -0~ - = -
Qv vavis | (FrQ HO |7 as0rp . (3.53)
and
4 f Q 990 350%™ -Ndx =4 f Q 8309 33 (V¢ -v7)dx—4 f Q 0300 &*(V -7 )dx
& & & (3.54)

R (

ol |y

Thus, combining the estimates in the above four steps, we conclude the &*-estimate by: For the tangential derivative 77 =
0* (yo =74 =0, y1 +y, =4) and for any 0 < § < 1, we have

Lt ||V_63Q||o,_||54v||o,_).

H V%i’ B%i" S'}’vi’ Tpi‘l)'}’-i

4 |VE T ]+ [Vea ], + [ VT aucof, ar
' (3.55)
S SES, (1) + |&? l//o|55+l+ZfP(O' JEy, (m)dr, 0<l<4.

Remark 3.2. It should be noted that we only have the L? control of V, B, S and (?'p)% P in the tangential estimates, but the term
Q without ¥ ,-weight does appear in tangential estimates. When 7 contains at least one spatial derivative, thatis, yy < (y), one
can invoke the momentum equation to replace 7 ¢ by Dfv and (b - V¥)b to avoid the loss of Mach number. This also suggests
that we can actually control ||P||y instead of only IITPI/ 2PIIO when there is at least one spatial derivatives. However, when 77 only
consists of time derivatives, we cannot do such substitution any longer. Thus, we have to use the above cancellation structure
between ZB and Z to control these two terms together.
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3.3.2 The case [ > 0: No loss of regularity or weights of Mach number

Next we consider the tangential estimates for e-weighted spatial derivatives, namely g29* for 1 < [ < 4. The proof is parallel
to the case 77 = 8%, but we have to check the following aspects

a. We have to guarantee that there is no loss of 7 ,-weight in various commutators, especially those involving g.
b. When [ = 4, we only have tangential regularity for 8 derivatives. Due to the anisotropy of the function space H®, we have
to put extra efforts to reduce the terms involving the derivative 6705.

We only show the detailed modifications for the case / = 4, that is, the £30%-estimate. When 1 < [ < 3, similar modifications
can be made in the same way.

Commutators of type £5[3°, f17°g for 7 = d or DY
This type of commutator includes the following terms
-[77,pID{vinR,, -[T7,F,1D{pinR,,
[77,7]-0f and 3% f[77,v] - N in D(f)
It is controlled directly by expanding the commutator. We have
%%, 1T g = (833 /)T g + 8(°0" ) (2T g) + 28(°8° f)(£2F*T g) + 56(£°8° f)(* T g)
+ 70(£20" F)(°0* T g) + 56(28° F)(e°0°T g) + 28(s8> f)(£°0°T ) + 8(9f) (%0 T g),
whose L?(Q) norm is controlled by
1£%0® FllollT gl + 871°0” FllollOT gll + 2811°0° fllysll€*0* T gllps + 56116%6° flolle* 6> T gll o
+7011870" fll 1% T gllzs + 5611€°0° fllslle”0> T gllzs + 281€°0°llolled* T fls + 87116507 glollOT £l
<1+ ( VESOE;® + ESOEL®D + JESOEL(D).

where we use the Sobolev embedding H' — L° and H' — H'? — [? in 3D. In 2D case, we can replace (L%, L*) by (L*, L%
and use LadyZenskaya’s inequality ||f11?, < [|fll;20f1l;> < If1} to obtain the same bound.

Commutator £3[8°%,b] - V¢f for f = b,v

This term appears when we commute 77 with (b - V¥). Note that we can rewrite the directional derivative to be (b - V¥) =
b -V + (33¢)"(b - N)d;. When commuting 0® with b - V, the estimate is exactly the same as £%[6°, 17 g. For the commutator
[88, (030)"'(b-N)103f, we just need to put extra effort on the term 89((93¢) ™' (b-N))9’03 f because the length of the multi-index
exceeds 8 when |x3| < 1. (Recall that the weight function w(x3) is comparable to |x3| when x3 < 1 and is comparable to 1 when
|x3| > 1.) In this case, we notice that b - N|y = 0, and thus its interior value can be expressed via the fundamental theorem of
calculus

@20 0N o) = 0+ [ 03 (@207 b NI, ) s,

whose L (Q) norm is controlled by Cw(x3)||03(b - N)||1~(q).

Commutator ©(f) for f =v, p, b, S

Among all terms in (3.10), we need to further analyze the third term, that is, the commutator &8 [58, %p(v -N—0,0),05f ] for

f=v,b,p. The problgm is the same as above, that is, Pl may fall on 03 f which is not directly controllable. Again, we notice
that there is only one d falling on ﬁ(v -N - 0yp) and (v - N — 0,¢)|z = 0, so we can use the same method (as in the control of

£3[8%, b] - V¥ ) to control this commutator.

25



Commutator C(q)

The problematic term is —8(03¢)"(5N,-)(5783q) arising from [777,N;/03¢, 03q]. To control this term, we can invoke the third
component of the momentum equation to convert dzq to tangential derivatives of other quantities

039 = (33¢) (pDfv3 = (b - V9)b3),

where DY = 3, +7-V + (33¢)'(v- N = 8,)d3 and (b - V¥) = b -V + (93¢)”' (b - N)d3 are both tangential derivatives. Also, there
is no loss of weight of Mach number in this term because one can always replace dg by DYv and (b - V¥)b.

Commutator C;(v;)

The problematic term is —8(63¢)‘1(5N i)(57(93v[) arising from [77,N;/d3¢, 03v;]. In fact, this term may not be controlled inde-
pendently, but its contribution only appears in — fQ QC;(v;) dV, which has been analyzed in step 4 of Section 3.3.1. Specifically,
its contribution in the term Z, after combining it with ZB term, is

80 f d3(8%q — 581,0(9?6]) ON; 8v; dx,
Q

which is controlled by (|38 834llo + |€30%W1ollAgllL=)|OW|w1-11e38®V]|o after integrating one & by parts. Then we convert d3¢ to

tangential derivatives of other quantities via the momentum equation, which has been presented in the control of €(g).
Based on the above analysis, we can follow the same method as in 3*-estimate to prove the following inequality for &

estimates (1 </ < 4) for the nonlinear «x-approximate problem (3.1): For any 0 < § < 1 and fixed [ € {1,2, 3, 4}.

2+l

82] (V’y’i’ B’)’,i’ S’y‘i’ ﬂtP)ﬁi) (t)

2 S 2 _ 2 J _ 2
i +]\/Eezla“”w(t)]o+‘W<g”a4+’¢/(t)‘2+ f '«/Eﬁ’a“”a,w(r)l dr
,+ 0

(3.56)

! f
K 2 — K
<GS (1) + [Pl g, + D f P(o™! Ef, (1) dr,
j=0 0

where (V?=, BY*, = P**) represent that Alinhac good unknowns of (v, b*, S *, p*) with respect to o+

3.4 Tangential estimates: full time derivatives
Now we control the full time derivatives, that is, the 8218?” estimates for 0 < [ < 4. We will take the most difficult case [ = 4
for an example, that is, the £898-estimate. The other cases (0 < / < 3) can be treated in the same way.
3.4.1 Replacing one time derivative by a material derivative

Following the analysis in Section 3.3.1 and Section 3.3.2, we expect to control the following norms

& (V.12 P s7)

2
L |68 Voraful; + |e* Vaatul, + e Vidful, ",

which further gives the control of |[308(v*, b*, | |F, 5 p*,S%)| . However, there are several extra difficulties that may make our

2
0

previous method invalid.
a. We cannot substitute dg by 7 (v, b) because there is no spatial derivative.
b. 0%'p has weight \/7?;821 = O(¢'*?!) instead of &?. There might be a loss of e-weight.
c. \/7?;82’6;‘”(1 only has L*(Q) regularity, so the trace lemma is no longer valid.
d. We cannot integrate by parts for “half-order time derivative” 8,1 /2 Thus, the control of VS term will be rather different.

To overcome the abovementioned difficulties, especially (¢) and (d) in the control of the crucial boundary term VS, we
would like to replace the full-time derivative 3*! by DY~ 9>*! where DY~ = 9, + v~ - V + (03¢) ' (v™ - N = 0,¢)d3 and v g is
defined to be the Sobolev extension of v~ in Q*. We aim to prove the following estimates.
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Proposition 3.6. Fix [ € {0,1,2,3,4}. For £ Df~3>*-differentiated approximate system (0 < I < 4), we have the following
uniform-in-(k, &) estimate for any 0 < ¢ < 1

ngz (V*,y,i’B*,y,t,S*,y,i’ (jw:[;_i-)l/ZP*,y,t) (t)Hz + ‘ \/Eglef’fc')?”ﬁz//(t) (2)

15
21 pye— 43+ 2 21 pye— 43+ 2
+ [ Ve D0 (o], + fo | Vke? D" 07 o), d (3.57)
l t
OB 0+ Y PEL (O0) + fo P L, () dr, 0<l<4,
j=0

where (V*”"i, B*Y-*, §*7*, (7—”1,*)1/ 2P*’V’i) represent the Alinhac good unknowns of (v, b*, S*, p*) with respect to D‘f’fﬁg”, that
is, F*7* = Do} f+ — (D)0} )05 f*.

For the case [ = 4, we introduce the Alinhac good unknowns with respect to DY~/
(V5B P5,Q75,87%) 1= DY 9], b, p*,¢*, %) = (DF 0] @) (v, b*, p*, g%, S ).

They satisfy
DYTH]00 f*F = OFF Y + G (f*), DYDY f* = DYTEY 4+ D (f)f,

where €*(f), D*(f) are defined in the same way as (3.9)-(3.10) by replacing 7 with DY~ 4!. The boundary conditions of these
good unknowns are

[Q°]l = oD; 6]H - kD; 6] (1 - Ay - kD; 3] (1 = Mdy — [93q] D; 8] (3.58)
V**.N = 8,D; 8]y + (v* - V)D; 0]y — Dfv™ - Vo — W™=, (3.59)
with
W = (93v% - N)D; 01y + (DP9, Ni, vE], (3.60)
where we use the fact that D‘filz = _f =0, +Vv:- V. Note that D_,‘ does not directly commute with 9; or 9;, so there is an extra

term —D_lif)‘ ﬁaz.,z, in the expression of V=* - N.

3.4.2 Analysis of the interior commutators

Since we replaced 8% with DY~ 4] and DY~ does not directly commute with 83, we need to further analyze the commutators
€;(f) for f = g and v; and D(f) for f = v, b, p,S. The problematic thing is that 43 may fall on (d3¢)"' (v~ - N — ,¢) (in DY)
and produce a normal derivative without a weight function that vanishes on X, which may introduce a second-order derivative
in the setting of anisotropic Sobolev space. This problem does not appear in D(f), as we find that such commutator has the
form (93¢) "' (v-N=8,0)[D{"” 8], 03] f which already includes a weight (v- N —d,¢) that vanishes on . In €;(f), according (3.9),
we need to further analyze the term N;(93¢) ™' [D¥~8], 33]1f for f = q,v;. Using DY~ = 8, + 7~ -V + (93¢) "' (v" - N = 9,¢)d3, we
have

Ni(@3¢)"'[D7 8], 851f = Ni@s9)"'[D}, 519] f
= = Ni(33¢) 055" - VO] f + Nids ((059) ™ (v - N = 8,)) 9%0] f.
The first term above can be directly controlled in L? because only tangential derivative falls on 8 f. For the second term, we
can invoke the momentum equation and the continuity equation to convert this normal derivative to a tangential derivative.
e When f = g, we use —8%5q = pDfvs — (b - V¥)bs.

e When f = v;, using V¢ - v = V- 7 + 8%v - N, the continuity equation becomes %v - N = 2D p — V - 5. Thus we have
9185y -N = -0](eD{ p + V - ) + [8],N] - 33v in which both terms can be directly controlled in || - ||s.. norm.
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Also note that there is no extra loss of Mach number even if 8% p requires one more s-weight. In fact, the only term in the
commutators €, D that contains 8 p is R, but there is an extra weight %, = O(g?) multiplying on it. Therefore, we can follow
the same strategy presented in Section 3.3.1 and Section 3.3.2 to analyze the interior part. We can prove the following energy

identity
dgm +1y7%,£ 2 #,412 + P2 + Q¥ \2
T2 PIIVEE + BT + F,,(PP7)7 + p7(877)7dV,
+ t 2 Qi
=ST*+ ST + VS* + RT* +Z RT** + ZB“* + Z"* + Ry* + RE,
+
where

*

ST := 816LD_;(9: lqll 8.D; 8]y dx’,

ST :=&® fz D0 gl - V)D; 8]y dx,
VS* = glf fz D;0!q ([¥] - V)D; ]y dx’,
RT" := — !¢ L [8:q] D; 8]y 8,D; 61w dx’,
RT** := 5 &!6 L63qi D8y (v -V)D; 8]y dx’,
Ry i=x¢® sz*’iD_,i\T -Volydx,
7B = 1816£Q*,¢(W*,¢ dx', Z** = _f+ £10Q*E (vE) dV,,
and R;" represents the controllable terms in the interior containing the analogues of R}, R;, R;. Specifically, we have

8_15R;‘2»i :f V*,i . (R:,i _ (./*(qi)) d(Vt + f R;,i(vgz . V*,i)d(vt + f B*,i . ‘Rzi d(Vr i f P*’iR;’i d(Vt

+ + +

1 1 t ot + + *,+ + Nk + *,+
-3 (V“’~vi)|B*’i|2d(Vt—§f (DY Fy +F 08 -v5)IP ’—|2d(Vt+f pEDA(S ) S AV,
Q Q* Q*

where

Ry* = [DY70],b*]- V¢b* — [D{7 0], p*1D{"v* - p* D ("),
Ry* == [D70]. 7, 1Df " p* = F,7 0" (p*),
Ri® = (D70, 05]- VOV = D'(b%), Ry* = Q% — P — b* B

These terms can be directly controlled in the same way as presented in Section 3.3.1, so we omit the details
J t
fo Rg™ dr < P(E“(0)) + fo P(E5(1))ES(1) dr.

3.4.3 Analysis of the boundary integrals

Similarly as in Section 3.3.1, we can decompose the control of these terms in the following steps.
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Step 1: Boundary regularity of full time derivatives given by surface tension.

Invoking the boundary condition (3.58) for [Q*]], the term ST becomes

ST* = o&'® fz D; o]V - ﬁ—"’_ 8,D; 9]y dx’
L+Ivet (3.71)
— ke fz D;0/(1 = Ay 8,D; 0y dx’ — ke'® fz D;!(1 = Aoy 8,D; 8]y d’
=: STy + ST}, + ST;,.
Commuting V. with D_;, we have
ST}, = &'® fz V- D; 8] (Vy/IN|)8,D; 8]y dx’ + &' j; 8v;0,;0] (0w /N3, D; 8w dx’ (3.72)

xR
ST;

Integrating V. by parts in the mean curvature term, we get an analogous energy term contributed by surface tension as in
Section 3.3.1

_ v _
16 f V.ol | —Y | Dolywdy
> 1+ [VyP

R A—— Vy - D; 9]V
=—0'£16fd'6,D;617V1ﬁdx’+0'816fu%ﬁ 8,D; 8]V dx’
b

V| s NE
D 0oy | = - Yy - D; 979, 3.73
_o-gIGf t|Al/| 4 .6;((9i1'/]_~6j(9,7¢) dx’ - I%Vlﬁat(a ) 87;0) Ay’ ( )
z )

=: STT’R

—o&! f ([D &, |N|]aﬁlp+

where the right side is further equal to

N P
D; 4y, W] (VY - 0,Vy)Vy) — NP

K [D; 8°, W]a,w) -8,V D; 3y dx’

. *R
= ST}

oe'® d f |D; 8TV _Vy-D; 67Vzﬁ|2

2 dr

: V1 +[VyP \/1+|V1//|2
0'816
"2 fa’(vw)

The first line above together with the inequality (3.37) glves the +/o-weighted boundary regularity as in step 2 in Section 3.3.1.
The term ST is generated by commuting D, with V (the one falling on /) and is dlrectly controlled by the energy. The
term ST3 is controlled in the same way as ST§ in step 2 of Section 3.3. The term ST2 is controlled by integrating 9, by parts
under time integral, which was also analyzed in [38, Section 4.6]. The term ST;’R is controlled by integrating by parts in 9, and
then in & ; under time integral (which is similar to ST;’R). Thus, we conclude their estimates by

(3.74)

Vl//’ a,( NP)!V;& D; a7w] dv + STR + ST3R.

. *.R
=: ST}

! t
f ST;® + ST;* + ST} + ST dr < P(E0)) + f P(E“(1)) dr. (3.75)
0 0
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Next we analyze the terms ST} ,, ST, involving the «-regularization terms. Note that we have to commute D; with 1 — A

or () = V1 — A when deriving the vk-weighte terms. Integrating 1 — A by parts in ST},
ST}, = —ke'® f D; 8! (1 — Ay 8,D; 8]y dx’
b

= — kg0 fo’*aZa — M 8, (D;8](1 - Ayy) d’
(3.76)

— ke'® f[D — A1(0](1 = Ay) 8,D; 8]y dx’ - KslﬁfD 0](1 = M o, (11 - A, D; 16]w) dx’

S —-'Ws D;al(1 —A)¢| + ST + STiR

On X, the material derivative Df’f = D’ =0;+Vv - V, so the commutator is
[D;.1-Alf = [A7 - VIf = AV - Vf +20;7;0,0,f.

Then ST*R

11« 18 controlled under time integral by integrating 4 ; by parts in the second term

13 ! _ _ _
fo SijK dr = — ke'® fo fz Av;0; (3,7(1 —A)z//) 8,D; 8]y dx’ dr
r — f— J— — —
+ 2ke'® f f&ﬁ/}[)i 8:(1 - A)d/) [)j[ifD;()Zz// dx’ dr + lower order terms

<5‘W581) ag¢| + o f ]&88337 ' 169 12,... dr < SEX() + fo P(E(7), EX(7)) dr. (3.77)

The control of STTfK is easier because there is no term containing 9 time derivatives of y. It is directly controlled by using the

vk-weighted boundary energy obtained above.
ST < '&eSD_;aZ(l - K)gz,‘o (| Veeaby, + | \/T<ega,7¢|2) JES®) < ES() (JEX).

The control of ST; , is similar to ST} . Using ()* =1 — A, we have
ST;, = - f; | W&Df’"@?@)wf dx’
+ k&' fz [D;.6:1(0}0w) 6,D; 6]w dx’ + ke'® f D; 680 (18:0,. D; 10]w) dx’ (3.78)
21 2.4

- f ‘Weng’Y)?(é)w' Ay + STR + STF
z

where we use the concrete form of the commutators

[D;, 8,1 = =0,7;0;f, 10,6, D;1f = 0, (9:7;

,D; f) + 0,7;0,0:f

j
to get estimates similar to STT’fK and ST*’R
3
f ST + ST3y dr < SE§(1) + f P(EX(7), EX(7)) dr.
0

Hence, the control of ST* in (3.61) is concluded by

SD 7V 2
f STdT+ M
0

Vi+ IVl,bl2

. f 'WSSD_I—aZ(l R w| A+ f f | N <5>t//|2 & dr (3.79)
z 0 z

< SEg(1) + P(E“(0)) + f P(E*(7)) dr.
0
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The term ST*’ is controlled in the same way as ST* by replacing 6,D_,’(9t7w with (" - ﬁ)D_;BZz//. We no longer get energy
terms, but we can integrate (v* - V) by parts and use symmetry and the above boundary regularity to control them. Invoking the
jump condition, we have

ST = &' D; 8] H (vF - V)D; 8]y d’
—ke'® f D;0/(1 - Ay (7 - V)D; 0]y dx’ — ke'® f D;0(1 - Aoy (vF - V)D; 87y dx’
z z
=: STy + ST},  + ST;,. (3.80)

Following the analysis (3.72)-(3.75), the first term is controlled thanks to the boundary regularity and symmetric structure after
integrating (v* - V) by parts.

sl 6 (o - D7 O]y IV - VD, 8]yl , = _
STy £ 506 fz(v-v*)[ N~ dx' < P(Vgl )7 e

S 2
x/EgSVD,—ale|0 . (3.81)

Similarly, we can use the symmetric structure to control ST’[,K’ + ST;K’. We only check the commutators arising in the control
of ST} as an example.

ST = — !0 f (D71 ~A1(3](1 = Byw) 7 - V) (D7 9]w) dv
z
~xe' [ (D70 - D) & D11 - 5.5 10]w) @
z
— ke f Dy (3]0 = D) [1 - A, - D) (D7 6]w) dv’
z
- STT'fK, + STTfK, " STT};I?K/' (3.82)

The control of ST}"IRK’ + ST’{fK’ is similar to ST’I’IRK + ST’[fK. We have

STHR L _ gl f A5;0;(6](1 - By (7 - V) (D; 9]w) d’
’ z
+ 2xe'® fgj\'/j_-éi ((9,7(1 - K)t,b) 3,7 - V) (D_,‘afw) dx’
p)
< 177w 7711 | Ve, (| VRe®alul, +| Vet abu),) s E5OEL®. (3.83)
and

ST < [ lyenlP 1o (| VRS 330, + | Vee*aTul,)” < ESOEL®), (3.84)

The extra term STT’SRK’ is also directly controlled

STy = ke'® fz D; (971 - M) (Avtd; +20,5;0,0;) (D; 91w) dx’
< e 771 (| Vee®abul, + | Vee'alu),) < EXOESO. (3.85)

Thus we have

Vke®D; 0] (1 - Z)lp|2 + ES(DES(). (3.86)

1 (—
STi 55 [@9)
5 2 5
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Similarly, we have
fo t ST;, dr = ke'® fo t fz (D;,8:1(0%8:) (7 - V)D; 0]y dx’ dr
— ke fo t f; (D; 855) s (7 - 9D, 6]y) dv’ de
— ke'® foth\D_t_é)Zﬁtlﬁ(W VD, ]y dx’
< 6| Vke' D@ + fo R (I VResoluf; + [Ve'afuly) ar. (3.87)
Hence, we have the estimate of ST*':
fol ST dr < SE§(1) + [)t ES(T)E)(T)dr. (3.88)

What’s more, we can also control the remainder term Ry™ := +g!6 fz Q*’iD_tiff ﬁa,ﬁp dx’. Indeed, we use Gauss-Green formula
to write it to be an interior intergral.

R L g6 f 5:Q7* DFr - Vol g dx (3.89)
(953

Recall that Q** = D¥7 9] ¢* — DY 8]yd3q*. Note that [87, DY710] g = v 8%q = (057~ V)3l + (3™ - N)3] 834, so one can

still convert dq to a tangential derivative of v, b. We now integrate by parts D_; to get
! L [ _ _
f R;i dr = &'° f 050} ¢* — 0] 90:q*)DF v - DY VO] pdxdr
0 0 Jos
_ .6 ' 7o+ 47 N 2
& 05(0,q™ — 0,¢03q™)D v - VO, pdx. (3.90)
0 Jo:
Using the reduction for 93¢ again, we can control the above integral by
! ! t
j; Ry dr < 0116%030] 5 . + fo P(E}(T)Eg(7)dt < SEG(1) + fo P(EX(1)E5(7) dr. (3.91)
Step 2: Control of VS term.
Now we start to analyze the most difficult boundary term
VS = glf f D;lq ([7] - V)D; 0]y dx'. (3.92)
b

Note that there is no spatial derivative din VS*, so we cannot integrate 912 by parts as in step 3 in Section 3.3.1. To overcome
this difficulty, we try to rewrite the term D; 0/ by invoking the kinematic boundary condition

Doy =% +7 -Valy =8/ (v_-N)—v -9/N
=0/v7 - N+[0],N,v/1,

and thus
VSt =g f D;8q ([¥] - V)d!v™ - N dx’
z
+ !0 f D;8lq” v - ([7] - V)N dy' + &' f D;8!q™ ([7] - V)0, N;, v;]dx’
z z

= VSy + VS8 + vsi#P (3.93)
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Using divergence theorem, we convert VS; to an interior integral in 2~

VS; =gt f DY7aq V- (9] V)3]v™) dV, + &' f 3*Dfdlq” (71 - V)d)v; dV,
. o
=: VS; + VS, (3.94)

where [v]] = v* — v~ is defined via Sobolev extension in Q™. In VS(*)l , we want to commute V?- with ([v] - ﬁ) in order to get a
similar cancellation structure as in ZB + Z. The commutator is

[67, 191 - V1f = 8,(I[7] - Vf)——ﬁz([[V]] V)= (9] V)(ﬁf——ﬁaf)

_ (51 |[‘7]]J)(5/f) _ (63 1 )(6;f) + [[V]] 6 (6,90)03]‘

(71 - V)ds¢
—33§’f’

=371V~ Vf - (7] - VNS f + N,
93¢

=12,

(7] - V)dse
—33‘;]{

(64,151 - V1f = 85 [¥] - Vf +
- 03¢

Commuting V¢- with ([7] - V), we get
VS, = &'° fg D{olq v (51 - ¥a]v7) dv,
= ! fﬂ D{7lq (171 V) (Ve-olv7) dv, &' fg D{78lq 9:0]v™ - (I7] - V)Ndx
+gl® fQ 7 DY79]q 8 9] - Vo) v; dV, + &6 fg 7 DY dlq™ (7] - V)d39 850]v™ - Ndx
= VSy,, + VSiZ + VSt + vl (3.95)
Next we introduce F¥ := ol f - GZ¢6f f to be the Alinhac good unknown of f with respect to 8/ in order to commute V¥

with 4]. Namely, we have
307 f = 67F* + G{(f), 9D} = DIFF + DX,

where €*, Dt are defined in the same way as (3.9)-(3.10) with 77 = (9,7. With this formulation, we have
VeV = VP VR 4+ 09(0] pdfvy) = 9] (V9 - vT) - @f(v;) +0%(0] pd%vy).

Now we insert the good unknowns in VS, to get

VS;,, =&'® f D7l q (7] - V)] (V¥ - v7)dV, —'® f DY dlq” ([[v]]ﬁ)(@?(v;)—af(ajgoafv;)) dv,
Q- Q-

VSOIZ2
= mf T D¢ p (91 - V)a7D¢ pdvV, +glsf DY 57( b~ ([7] - V)a7(v¢ )V, + Vsm
= VS§ + VS0111 + Vs(’;ll2 "
By the definition of P#~

DYl p™ = DYTPR + DET(9]edp), 9]DY T pT = DYTPE+ D(p).
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Then we integrate ([V] - v) by parts and use symmetry to find
VSy = — &' f FxDf PR ([9] - VDY PR dV,
o

+e' fg FyDPTPE (V- DY @]¢d5pT) = (191 - V) (DHp) - DF @t p)))) dVi

#R
VSOI 11

0 fg 5 DF (@105 p7) (171 - VDF(pT) dV,

*R
VSOI 12

=

l

1<l

(3.97)

QW' [P\ Fze*DF PR dV, + VSiR + VSif

2 _
where the first term on the right side is controlled by ”(7—' i)%esP*" |0 IV [#1 .. Next we adapt the analysis for Z* + ZB* term

to the control of VS;*# + VSi“ and VS;** + VSi7.

Using Gauss-Green formula, we have
VST#P 4+ VSiZ = gl6 f (Df7350]q) (71 - VN - 9]v™ dV,
+'° [a*",D“’ 10]¢) (71 - VIN - 0]v™ + DE78]q &% (7] V)N) - 8]v™ dV,
=g fg (DF350]q ) (7] - VN - 9]y dV, + VS~ (3.98)

The main term is controlled by integrating DY~ by parts under time integral and invoking the momentum equation to replace
6‘§q‘ by tangential derivatives of v=,b™:

gl fo t N (DY~ 3%0]q) (71 - VN - 0]y~ dV, dr
L_g® fo t fﬂ 7(6?62q_)D‘f’_ (([[v]] ﬁ)N-aZV-) dV,dr + &' fQ 7(a§at7q—)([[v]] V)N -3Tv™ d(V,;
< 01€%050] " Il5. - + P(E4(0)E§(0) + fo t 180%0] 4 llo.~N1e%(38] v, a5V )l P(ES (7)) dr
< OEg(1) + P(E}(0))Eg(0) + fo t P(ER(T)Eg(T)dr, V6 €(0,1). (3.99)

For VS*ZB + VSSIZZ, we recall that the term (Sﬁ(v ) in VS012 includes a term [0], N, /3¢, v;'] which also appears in VS;’ZB .

Thus we can again use the Gauss-Green formula to analyze this term. Let us first compute the commutator in VS012

N;
GO = R = - 31+ [, T o
3

1
— 83 |0IN;, — | = Nidyv; |08, —— | 9,0
3V [ ) 90] 3V; [ p (3390)2} 103¢p

6
7
== 0Y 0] 0%y, + 0] Ni, oy | + (k)[ak, (@30) ' IN; 0] 0v7
k=1

- 63‘)[_ |:6[73 Ni5

-N; 63\) [ }6,(93&,0

1
03¢ " (039)?

=5 07N av7 | + €FF )
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Then
. _ = _ = (1
VSi7B 4 VS = &' f D 0lq (V1 - V)], Niy vy 1dx’ - &' f Dy 6Zq‘<[w]1-v>(@ [aZ,N,»,aw;]) dv,
z Q-

—glf f Df8lq” (91 - V)EH ) dv,
o

vs; &

= glf fg K (D¥~6!q™) (71 - V18], Ni, vy 1dx + VS;*F + Tower order terms, (3.100)

where the first term on the right side is again controlled by integrating D"~ by parts under time integral. We omit the details
and just list the result

f f &% (Df~0]q™) (I71 - V)[8]. Ni, v; 1 dx dr < SE§(r) + P(E{(0)E(0) + f P(E4(T))ES(r)dr, Y6 €(0,1).
0 - 0

Now the term VS] isBcontrolled except for those remainder terms VSS’S, VS;’IRZ, VS(’;’IB1 - VSS’ﬁ 1 VSS’ﬁZ, VS}"ZR and VSZ’ZR .

In fact, apart from VS|, the other remainder terms can be directly controlled by counting the number of derivatives and
invoking the reduction for agajv- -N and 8?63{. There is no loss of Mach number in these remainder terms. In fact, when
d%p~ appears in the remainder terms, either we have 816T[f-weight to control it directly, or we can integrate by parts D}~

and ([7] - V) under time integral to move one time derivative to v;. Besides, the control of 0! ¢, 3% depends on the boundary
regularity contributed by surface tension and so depends on o-~'. Therefore, we can conclude the estimates of VS; by

!
VSy + VST 4+ VS < VSHE 1 SES(1) + P(ES(0)ES(0) + f P EX())ES(r)dT Vo € (0,1). (3.101)
0

Next we control VSE, = £!¢ [ 6?D?87q™ ([¥] - V)&7v: dV,. First, we commute D?~ with 67 to get
02 o- 0Vt 044 tVi t ; 10 g
VS, = &' f D¢ 3%9] g™ (51 - V)a]v; dV, + &'° f ofv;8%]q (191 - V)a]v; dV,
Q o
=1 VS5, + VSiX. (3.102)
In the first term, we integrate by parts D{"~ under time integral and commute DY~ with ([v] - V) to get
t ! _ _ t
f VS;,, dr £ = &6 f f 8°8]q~ (Iv1 - V)DY™9]v; dV, dr + £'° f 8%9]q~ (Iv1 - V)] v; dV,
0 0 Jao- o 0
!
—&lf f f 8Y8]q” DY, (Iv] - V)19]v; dV,dr
0 Jo-
!

!
= f VSpy dr+ VSiR + f VSiX dr. (3.103)
0 0

Next we insert the good unknowns Q= and V*~ and invoke again the momentum equation p‘D‘f’_Vﬁ" — (b - V9B =
—VeQh~ + RET — @H(g) to get

VS = —&'° fg;_ 6;"(Qﬁ" - 8! ¢35q7) (7] -V)D (VT - 8] ed%vy) dV,
=glf fg 7 o DYVA L ([7] - V)DP VA AV, - £!° fg G VOB - ([7] - V)DP™VA~ dV,
+&' fﬂ 7 (@ﬁ(q—)—Rﬁ") ~([7] - V)DY" VA dV, + £'° fﬂ 9705 (V- VDY 6]v; 4V,
(3.104)

=: &' f p~DYVE([9] - V)DEVR AV, + VSiE + VSR 4+ ViR |
o
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where the first term is again controlled by integrating by parts in ([V] - V) and using symmetry
£16

P f p~DYVE ([9] - V)DP VA dy, = 5 f (V(p— [[v]])) |Df’_V”"|2 dV, < P(ES(0)EX(2). (3.105)
Q- Q-

Next we wish to combine VS(*)’ZB11 with VSS’IBll = g0 J;r Df*‘aj(%wz) v1 - ﬁ)aZ(w -v7)dV; to get a cancellation structure.
In VSSﬁl, we invoke the evolution equation Df’_bj‘. =b -V —b (V¥ -v7)to get

VS, 26 f DF B b (9] - V)a] (V¢ v dV,
N

=o' [ DB A 0] (57 0) e [ DB (b 150 9] (-,
_ Q-

*BR
VSOI 11

—_ gl f DYBE ([7] - V)DY BE dV, + £ f DYTBE ([9]- V)I] (b - VEv;) dV,
Q- Q-
—glt f D;”*Bﬁf([[v]]-?)D#(b;)dq/,+ vSyiE, (3.106)
o

where the first term on the right side is again controlled by integrating by parts in ([V] - V) and using symmetry, and the third
term on the right side is controlled directly after inserting the expression of D¥(h). We denote

VSgit, =8 fg DB (51 V)3 (b - VOV aV
to be the second term on the right side above. Inserting the good unknown V%~ the term VSS’IB12 is equal to

&' f DYTBE ([71- V) (b7 - VAVET) dV, + &' f D BE ([91- V) (19]. 5710%v; + b;6507)) dV,
: o | .

VS*,BR

0112
=& | DITBE (b V) (7] - VVET) dV, + &' f DB (b V). (T - V)| VET dV, + VST
Q- Q-
. B *,BR #,BR
= VS;h + VSEBR 4 vSsBR, (3.107)

Now we can integrate by parts (b~ - V¥) and then DY~ in VS;‘)’ﬁ3 in order to produce the cancellation with VS22 . Under time

0211
integral, fot VS:;’IB13 dr is equal to

" _ _ t
f e | & VOB (7] V)DFVE AV, dr+ ' f &~ - VOBE ([7] - V)VE~ dV,
0 Q- Q- 0

B
== VSp

13 !
+&'f f f (b~ - V#), D? 1B ([7] - V)V~ dV, dr + £'6 f f (b~ - VOB [DF,([7] - VIVF dV, dr
0 Ja- o Ja-
13 13
. fo VS8 dr+ VSR 4 fo VSR 4 VSTER dr. (3.108)
Note that [D¥~, (b~ - V¥)] = —(V¥ - v7)(b™ - V¥)f and when we commute ([7] - V) with either DY or (b~ - V¥),, no normal
derivative will be generated because the weight functions in front of d3 (namely, b~ - N and (v~ - N — 9;¢)) are still vanishing

on the interface X after taking ([¥] - 6). Therefore, the commutators above are all controllable in || - |- norm and no loss of
Mach number occurs. The following remainder terms are controlled directly

!
VSR + VSpPR 4 f VSoR + VSpR + VSEBR 4+ vSEPR 4 vSePR 4+ VSR dr
0

023 0111 0112 0212 0213

< OEg(1) + P(E*(0)) + f P(E*(1))dr. (3.109)
0
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#,R *,R
In the terms VS0211 + Vsozu’

boundary regularity of y

we can integrate ([V] - V) by parts to get to get the desired control thanks to the +/o-weighted

VSiat, + VSiR, <o (1£80]wl + 16305y ) Il DE 0] vlo - PCES (1) (3.110)

Thus, the control of VS, term is concluded by
! !
f VS, + VSE‘)’IB11 dr < 6Eg(t) + P(E*(0)) + f P(o !, E“(1)) dr. (3.111)
0 0
Finally, combining (3.92), (3.93), (3.101) and (3.111), we get the estimate of VS* term

f VS*dr < 6E5(t) + P(E*(0)) + f P(o™!, E“(1)) dr. (3.112)
0 0

Step 3: Control of RT term.

In step 3, we control the terms RT* and RT"* defined in (3.65)-(3.66), The latter one can be directly controlled by using
symmetry

—_ 2
D;ajzp‘ dx' < o EXHEXQ). (3.113)

RT =25 (- 0a0")
2 s

The term RT* = —¢!® fz [034] D_;BZM/ (9,D_,’6,71// dx’ cannot be controlled in the same way as in the estimates of spatial derivatives

because we do not have L?(Z)-control for (9,D_,‘6t71ﬁ without k-weight nor can we integrate by parts 83 /2. To overcome this
difficulty, we need to invoke the kinematic boundary condition to reduce the number of time derivatives. We have

D_;a,7¢ =0lv - N+[d],v",N], 6,D_;6,7¢ =% - N +83]v™-9,N + lower order terms.

Plugging it to RT*, we find
« L 16 7. ,— 8 - ’ 16 7. - 7. ,— ’_. * .
RT" = —¢ f[[63q]]8,v -NJv - Ndx' - 8¢ f[[03q]]6,v -Nd/v” -9,Ndx =: RT] + RT5. (3.114)
b b
The term RT}, can be controlled by using Gauss-Green formula
RT; £ - 8¢'6 f [65q] (350]v™ - N)(@]v™ - 6,N)dV, — 8&'° f [03g] (8]v™ - N)(830]v™ - 8,N) dx, (3.115)
o Q

where [03¢] is defined via Sobolev extension. The first term above is directly controlled after invoking the reduction 6?63\/’ .

N -0/(?D " p + V - 7). For the second term, it suffices to integrate d; by parts under time integral

13
—8g'6 f f [03g] (3]v* - N)(@3]v™ - 3;N)dxdr
0 Q-

L_8:'% | [05q] (87v™ - N)(@330%v - 3,N) dx
o

t 13
+8 f f [03g]l (B%v™ - N)(330%v™ - O,N) dx
0 0 Q-
!
< 01e%0;00v7I[5 - + P(EX(0)) + f P(E5(1)EN(1)dr (3.116)
0
Using the same trick as above, the term RT] is directly controlled by repeated invoking 6‘;’6,7 v N £ -0/(£2D" " p~ + V)
! !
f RT: dr £ - £' f f [03q1 ((356]v™ - N)@fv™ - N) + (8]v™ - N)(@50%v™ - N)) dV, dr
0 0 Q-
!
2oL f f [0:q1 ((¥56]v™ - N)@fv™ - N) = 8,(8]v™ - N)(@50]v™ - N)) dV, dr
0 Q-

t
- f [059] (8]v™ - N)(@%0]v™ - N)dV,
Q- ) 0

S OEg(1) + P(E*(0)) + f P(E}(1))Eg(7)dr. (3.117)
0
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Hence, we conclude the estimate of RT* by

!

f RT" dr < 6E5(r) + P(E*(0)) + f P(E}(1)Eg(7)dr. (3.118)
0 0

Step 4: The cancellation structure between ZB* and Z*.

Now we control the term ZB** + Z**. Note that we cannot integrate by parts 0" due to the lack of spatial derivatives. First,
ZB** can be written as

ZB"* = F glf f‘D_,‘(?Zqi(agvi “N)D; 8]y dx’ + £'° fD_;afw B3q*=(@3v* - N)D; 8]y d’
b z
F !0 fQ*’i [Df’_(?z, N;, vf] dx’
b
= ZBY** + ZBy®* + ZBy*. (3.119)
The second term on the right side can be directly controlled. We have
LN - 2 + + — K K
ZBy™* < |Df70ly), |05q 03v* - N)|,.. < P(o™", E5(0))E5(®). (3.120)
For the first term, using again D_,‘azw = 0]v - N+lower order terms, we can convert it to an interior integral.
! !
fo ZBR* gr £ 16 fo N (03v* - N) (05D¢~0]q* 0]v* - N+ D™ 0] q* 850]v* - N) dV,

2 g6 f @v* - N)58] q* 0]v* - NdV,

t '
+ 316 f f (03vi -N) ([a‘ﬁ’ Df-—]azqi> 6t7vj: NdV,dr  (3.121)
0 0 + 3
!
ret f (@3v* - N) (820]q* DF~0]v* - N + Df~9]q* 90]v* - N) dV, + Lot
0 Jo=
Now we can invoke the reduction for Bifq and ﬁfv - N to convert Bf to & tangential derivative

820]q £ 6] (oDfv — (b-V9)b), 820]v-N £ -0](F,Dfp+V - ).

Note that the second equation above produces an extra , = O(£%) weight, so there is no loss of Mach number when D¥"~8! g
appears. When D?~ 9] g is multiplied by 8] V-, we can further integrate by parts in g, and then in V- to move one time derivative
to v. Hence, ZB’I“R‘i is controlled in || - ||s « norm without loss of e-weights

f ZB;™* dr < SEj(1) + P(EX(0)) + f P(E“(1))dr. (3.122)
0 0

Next we will see again the cancellation structure in ZB(’;’i + Z**. From (3.9), we have

3
D €)= DL e +

_ N;
D(f’ az; _I7a3vi
i=1 ®p

#= 57 -1
7 + O3V [D, 0;,N;, (030p) ]

_ 1 _ _ _ _
+(03v-N) [DZ” 3?,m]3,63¢+(63¢) 'N-[DF78],051v + (B39) ' (85v - N)[D¥ 9], 051,

where we have further analysis on the second term and the fifth term

N; i [ -
W,aw,} £ (@39) " [DF70] N 03vi| - 850,005 v - N, (3.123)
3

(@30)'N-[DF70].031v = (057 - V) 9]v- N+ 05 ((03¢)™' (v - N = 0,9)) 350]v - N. (3.124)

[D;""af,

Thus, we find that, apart from the term (03¢) ! [Df’_dz, N;, 63v,-], all the other terms in €7 (v;) include either a tangential deriva-

tive falling on the leading order term or the term afv - N (possibly with some derivatives) such that #,D{p and V.7 are
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produced by invoking the continuity equation. Thus, when Q* is multiplied with these terms, its contribution in Z** can be
directly controlled without any loss of weights of Mach number.

It now remains to control ZBy* + Z** with Zy* := &'0 [[ Q"*(93¢)” [D{" 0], N;, dsv;| dV,. Using dV; = ds¢dx and
Gauss-Green formula, we have

ZBy* +Zy* = Fe!f ‘fQ*’i [D‘f’_ﬁz,Ni, vf] dx' +&'° Q- [Df‘_é‘z,Ni,@gvii] dx
s Q=

16
7 o o . o
zzzglé(k) (i fz Q (DY ayvi (DF)! Vo) N dx’ + L Qor )8t 03v; (DY) 07N, dx
B ‘916( )f FQ (DY i (DF) N AV (3.125)
=0 k=1
Recall that Q* = D¥"9!q~ — D¥ 6,74,0(93 g, we can integrate by parts this D"~ under time integral and invoke the momentum

equation to reduce 85Q* to —pD{V* + (b - V¥)B*+lower order terms. Note that [8%, D" 10]q = Bg’vj qu = (05 - V)dlq +

(6‘;’\/‘ -N)8!d34, so one can still convert the normal derivative dq to a tangential derivative of v, b. Thus, we have

t 1 6
fOZBS’”ZS’i dTéZZal ( )f f o5QM DL ((DF Y okvE- (DFT)! 6 kN) dv, dr

j=0 k=1
+ glé(Z)f 3¢Qﬁ+ ((Dw )jat vE, (D“’ )1 156 kN)
0
< 6||6‘§Q“’i||(2, + P(E“(0)) + j(; P(c™! EX(t))dr, V€ (0,1). (3.126)
Combining this with the control of remainder terms and commutators, we can easily obtain that
j: ZB** + Z"* dt < 6Eg(0) + P(E“(0)) + j: P(oc™' EX(t))dr, V&€ (0,1). (3.127)

3.5 Tangential estimates: general cases and summary

Let 77 = (w(x3)03 )746?05?5;'2 be a tangential derivative with length of the multi-index (y) := yo +y; +¥2 +2 X 0 + y4. Section
3.3.1-Section 3.4 are devoted to the control of full spatial derivatives (y; + ¥, = (y)) and full time derivatives (yy = (y)). Now
we analyze how to handle the general case.

Space-time mixed derivatives: yo > Oand y; +y, >0

Let us temporarily assume y4 = 0. In this case, the tangential derivatives that we need to consider have the form 54"‘k6§‘7” @
with (@) = 2/, a4 = 0 and weights of Mach number 2. That is, we need to consider 28" §*+/~*~20_estimates. Following the
previous paper [38] by Luo and the author, the control of space-time mixed tangential derivatives (0 < k + @9 < 4 + [) is the
same as the control of purely spatial tangential derivatives. In particular, compared with the one-phase fluid problem [38], we
only need one spatial derivative to do integration by parts in order for the control of the extra problematic term

VS = 84[ fa;ﬁ-dogﬁtﬁ-l—k—agq— ([[‘—)]] . ﬁ)a]t{+0054+l—k—a()w dxl
z

21 ’ a0 gh+—k—a
t
1.

in which we need to integrate by parts 6" and seek for the control of & 5 Mimicing the proof of Lemma 3.5,

we can show that (replacing k + a¢ by k)

Lemma 3.7 (Elliptic estimate for the time derivatives of the free interface). Fix [ € {0, 1,2,3,4}. For 0 < k < 4 + [, we have
the following uniform-in-(g, «) inequality, in which the first term on the right side disappears when « = 0.

|8216§lf/j|5.5+1—k < |82]6k‘/’(o)|5 sei-k T o |8216k ﬂq]]|3-5+l—k

Ve, Z 4+J(t)] |‘9216kw'4.5+17k+ |gzlafilw'5.s+sz)‘
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Weighted normal derivatives: y4 > 0

In the most general case, 77 may contain weighted normal derivative w(x3)d3, so we have to analyze the commutator involving
[77,05] in €(f) and D(f) defined in (3.9)-(3.10). The problematic thing is that 9; may fall on w(x3) which converts a “tangen-
tial” derivative w(x3)d3 (a first-order derivative) to a normal derivative d; (considered to be second-order under the setting of
anisotropic Sobolev spaces). Such terms in D(f) are

0sf
(039)?

They can be directly controlled because an extra weight (v - N — d,¢), which vanishes on X, is automatically generated to
compensate the possible loss of weight function. As for €(f), we notice that the terms involving [777, 03] can be written to be

039) ' (v - N = 0,9)[T7,031f + (v-N = 0, [T7,d5]p.

N

i N;
—[77,031f — — &5 f[T7.33]e, f=qorv.
O3 03¢

The second term above is easy to control because ¢(t, x) = x3 + y(x3)¥(t, x') implies the C*-regularity of ¢ in x3 direction. For
the first term, it may generate a term 77205 fN; with 8; = v;(i = 0,1,2), B4 = ¥4 — 1, whose L*(Q) norm may be not directly
bounded. Luckily, for f = g or v;, we can again invoke the momentum equation or the continuity equation to reduce —qu and

(')g’v -N to tangential derivatives pD{v — (b - V¥)b and —=F,D{ p — V- respectively. Therefore, there is no extra loss of derivative
in the commutators €(f) and D(f) when y4 > 0.

Summary of tangential estimates

Finally, we need to recover the estimates of 77(v,b,S, 4/%,p) from the [?-estimates of their Alinhac good unknowns. By
definition, we have

177 1. < 7= + 1770 10 1R e e

in which |[F¥*||y. and |77y|, have been controlled by 6E“(f) + fot P(c~', E“(t))dr. When 77 contains at least one spatial
derivative, we can use =7 ¢ ~ DYv + (b - V¥)b to get the control of 7 ¢ instead of \/7_",,771. For the full time derivatives, we
use DY = 8, + (7 - V) + (039) "' (v" - N = 8,9)3 to convert the e -estimate to 2 D¥~3>*'-estimate, £2/09>*'-estimate
and £?(wd;)d7!-estimate, in the second part of which the norm |23>*y/(0)|, 5 is needed to control the VS term. Also, since

w(x3) = 0 on the interface, 7 can be expressed as 9** 3 for 0 < k < 4 +1, 0 < [ < 4. Hence, we conclude the tangential
estimates by the following inequalities

Z Z Z "(82154_k_l7-[laf(vi, b, S*, pi))

+ (@)=21 0<k<4-1

4+

!
'(2),1 * ; | \/532’6’;1//|§+l_k + | W‘921‘9];‘#';1—1( + \fo‘ |W521‘9§+]W(T)|§+1—k dr
=0

k+ag<4+1
3+1 ) ]
<SS (0 + ) [0, 5, + > P(o ELL (0)
k=0 Jj=0
/ 1 ]
+ P(Z ELj(t)] f P[al, Z Eij(T)] dr (3.128)
j=0 0 j=0

and

4-] 1
>3 a0 b 5%, () pi))”i_k_li | Votat [ + | Vreat L + fo | Vke2 o5y (o)} dr

+ k=0
i i ’ i
2 — K K — K
< SES, (0 + |23 (0], + P[o- LY j(O)] + P[Z EL, j(r)} f P[o- LY j(‘r)] dr. (3.129)
=0 =0 0 =0

These are exactly the desired uniform-in-(«, £) energy estimates in Proposition 3.3.
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3.6 Div-Curl analysis and reduction of pressure

The tangential derivatives of the variables (v, b, p) are analyzed in Section 3.3-Section 3.5. Here we show the reduction of
normal derivatives of pressure and the analysis for the divergence and vorticity. We use the div-curl decomposition (cf. Lemma
B.1) such that the normal derivatives of (v, b) are controlled via their divergence and curl parts. For 0 </ <3, 0 < k <
3—1, {a)=2l, a3 =0, we have

A O e U S I ks U [

+ eV a0t b0, + 28 kT 0, )

(2),1 ) (3.130)

with
1 3+j
sini 0 _
c= C[Z Dol ), |V¢/|W1,m] >0
j=0 k=0
a positive continuious function linear in |/ o/ RV e .. The conclusion for the div-curl analysis is

Proposition 3.8. Fix [ € {0, 1,2,3}. For any 0 < k <[ - 1, any multi-index « satisfying (@) = 2/ and any constant § € (0, 1),
we can prove the following estimates for the curl part

|2V x dTv*|[;

||3—k—l,¢ + HEZIW X T b* 2

||3 k—1,+

1 ! 4 1 (3.131)
< SES (0 + Plo, D ES, (0) |+ PIELD) fo - Z Ef, (o) |+ Ef, (D dr,
=0
and for the divergence part
.+ 2 (O 2
HSZIVw,akrr v ”3 1z T ||s2lV¢-(9k‘T v ”3 k—l,x
(3.132)
S O} (1) + P[ - ZE4+,<0>] + P(ES(1) f [ - ZEL ,»(r)] dr.
3.6.1 Reduction of pressure and divergence
Let us start with / = 0. The spatial derivative of g is controlled by invoking the momentum equation:
~03q = (83¢) (pDfvs = (b~ V9)b3): (3.133)
~0iq =~ (35¢)”'Bip 03¢ +pDfvi = (b V)bi, i=1,2. (3.134)
Let 7 be 0, or d or w(x3)03. Then we have
167 d3qll3-x < 107 (0T v3)lls-k + 10 (BT b3)lls- (3.135)
165 Diqlls-+ < 1107 @ieds@lls—i + 18 (T vi)lls—t + 16 BT blls- (3.136)

in which the leading order terms are |I6f’7~ (v, b)||3-x and |8fw|4_k. This shows that we can convert the control of spatial derivative
of g to tangential estimates of v and b.
Next we turn to the div-curl analysis for v, b. Let us first analyze E4(f). For 0 < k < 3, we have

IG5V < CAlass Wrlwrs) (BFVIG + 1IV7 - GEVIE_ + 9% X DFVIB_, + 11301 vI5) (3.137)
GBI, < Crlate (V) (I95BIG + 11V¥ - GBIB_, + IIV¥ X OBl + 16" FBII) (3.138)

For the divergence, we can directly invoke the continuity equation to convert V¥ - v to time derivative of p together with
square weights of Mach number. When k = 0, we have

V¢ -3 = IF,D¢ pli3, (3.139)
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which is further reduced to the tangential derivatives of v and b by using the above reduction of g. Note that the magnetic
tension term %Ibl2 in the total pressure g does not involve extra normal derivatives thanks to 7~ (%Iblz) = b - T b. Taking 9, in the
continuity equation and omitting lower order terms, we have

Ve oy = ~F, D¢ p + (939) ' 0 ¢ - D3,

which gives
V9 - 8515, < CAM] WFzokrp*|F_,, + o2 )+ 1 der t 3.140
V3. S Wleo(Qt) p TP |5y W ower order terms. (3.140)

Again, this can be reduced to tangential derivatives of v, b until there is no spatial derivative falling on p. As for the divergence
of magnetic fields, we can invoke the div-free constraint to convert it to lower order terms. Namely, using V¥ - b = 0, we have

V¢ 3kb £ 9KV - b) +(B39) 190K - B3b
=0

and thus

[|[V¥ - 6fbi||§7,{,i < CUIb* lwr(s)) |6fzﬁ|ik + lower order terms. (3.141)

The term |6fl//| 4 has been controlled in tangential estimates of E7j(#). Combining the result of tangential estimates in Proposi-
tion 3.3, the control of divergence of time derivatives is concluded by

v 850, 09|, . € CVllwoae) [Fdb T o[, , + CUVE. B o) |00,
: (3.142)
< CVEllwres) ||¢;af'rp*||§_k: + SEX(t) + P(EX(0)) + P(EX(1)) fo P(EX(7)) d,

where the term involving p* can be further reduced to 7 (v*,b*) when 3 — k > 0 so that one can further apply the div-curl
analysis to it.
3.6.2 Vorticity analysis for £,

Taking V¥x in the momentum equation of v and the evolution equation of b, we get the evolution equation for the vorticity
V¥ x v and the current density V¥ X b

PDY(VE X v) = (b- V)V x b) = = (V¥p) X (Dv) = p(V¥v,) X (8%v) + (V¢b;) X (&%b), (3.143)
D} (V¥ x b) = (b - V¥)(V* X v) = b X V¥(V¥ - v) = = (V¥ X b)(V¥ - v) = (V¥v)) X (85b) + (V¢b) X (%), (3.144)
and taking 0° gives
pD?(8*V¥ x v) — (b - V¥)(@’V¥ x b) = RK,, (3.145)
D?(8*V¥ x b) — (b - V*)(0*V¥ X v) — b x 3*V#(V¥ - v) = RK,,, (3.146)

where

RK, := — [8°,pD¢1(V# xv) + [8°, (b - V¥)|(V¥ x b) + & (right side of (3.143)),
RK, := — [8°, D1(V? x b) + [8°, (b - V¥)](V¥ x v) + & (right side of (3.144)).
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Direct computation shows that the highest-order terms in RK,, RK}, only have 4 spatial derivatives and do not contain time
derivative of ¢g. Therefore, we can prove the H>-control of the voriticity and current density by standard energy estimates.

1d
2dt Jo-

= | (b* - V)@ V¥ x b*) - (8°V¢ xv¥)dV, + f RK* - (8°V# x v¥)dV,
Qi

p* 0% (V# x vi)|2 dv, = f PEDPE(OPVE xvE) - (8PV¢ xvE) AV,
Qi

+

v
L @V xb) - DEGV bV + fQ @V XD (b X @V 1) 4V, (3.147)
. . -
. (0°V? X b*) - RKE dV, +LF,
L3
where L}, L5 are directly controlled
L + Ly < P, 5)lla s, 9a). (3.148)

It remains to analyze the term K" in which there is a key observation for the energy structure of compressible MHD system.
We invoke the continuity equation V¥ - v* = ﬂini p* and commute D¥* with V¥ to get

VAVE ) = =F DIVt + F (V@ ).

Next, we rewrite the momentum equation to be p*D*v* + b* x (V¢ x b*) = —V¥p* and plug it into the highest-order term
~FEDTVep* to get

—Fy DV p* = F D (0 DYVE) + F DY (b* X (V¥ X b))
= Fp (D{ Y v* + F DI (b* X (V9 X b)) + F (D p*)(DFv*).

Thus, the term K becomes
Ki = fg @V xb*) - (b x (Fp 8 (DF)")) AV,
- fg T (65 ) @V x b)) D (b % @V x b)) 4, (3.149)
+ | @V xb*)-RK; dV,,

Q*

where
RK; := 70 (VA0 p™) + (D p* DIV + [0, Fp* I(DF)v*
+ FEI0°, DEFIb* X (V¢ x b)) + F D (10°, b*X1(V# x b))
consists of < 4 derivatives in each term and its contribution can be directly controlled
L% = f (@°V* X b*) - RK% 4V, < P(Ib*v*, 75 p*lla o, IF DE* 0%, 0% p*)lls ) (3.150)
Qi
Note that the second term on the right side of K7 is obtained by using the vector identity a- (b X ¢) = —¢ - (b x a):

@V x b*) - (b* x DI* (b* x (8°V¢ x b*))) = =Df* (b* x (V¥ x b%)) - (b* x (8°V* x b¥)).
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Therefore, we have

1d 143 )2
R 7p‘|(9(V""><v)| dv,

Q+(a3v4’ X b*) - DY@ V¥ x b*)dV, - f T (b* x (@°V# x b)) - Df* (b* x (8°V# x b)) dV,

@V x b (6 X (Fyp* B DY) AV, +LT + L + L (3.151)

K=

=— EEI |a*(v¢><b+)| +F b ><63(V“’><b+)| dv,

+5 f (V¥ - v¥) (|03(v¢ X bi)| +F 5 |p* x 03 (V¥ x b)) ) dV, + K* + L* + L + L%,
Qi

which further gives the control of vorticity and current density simultaneously
1d

2dt

< P(EZ(I)) + P(WIDID™ la 21607 |1 022

]2 + |+ 2
o =V x v 4 [T x b+ T bt x (9 x b0 d v, (3.152)

(DY, < PESD) + EX0).

Hence, the vorticity analysis for compressible ideal MHD cannot be closed in standard Sobolev space because of the term
£233(Df*)*v* in K*. Instead, the appearance of this term indicates us to trade one normal derivative (in the curl operator)
for two tangential derivatives (Dfi)2 together with square weights of Mach number £”. Besides, the normal derivative
part involving 9°D* (V¥ x b*) contributes to the energy of current density thanks to the special structure of Lorentz
force —b* x (V¥ x b*). This is exactly the motivation for us to define the energy functional E(¢) under the setting the
anisotropic Sobolev spaces instead of standard Sobolev spaces.

Similarly, the curl estimates for the time derivatives (in E4(#)) can be proven in the same way by replacing §° with 83~ (1 <
k < 3). We omit the details and list the conclusion

1
Edi p* |0750E v v + |00V x )| + i b X 80k x b AV

t (3.153)

< P(E5(1) + ||k D““)%*HHi < P(EX(t)) + EX(D.

Finally, we need to commute 8" with V¥x when k > 1. We have
(V9 x 3); £ 35T X v); + €(039) ™ @0E0)(@3v),
where ¢;j; is the sign of permutation (ijl) € S3. This gives
V¢ X a5 v*[3_. < CAIV* ||Wm(g+))(||ak (V¢ x v )||3 - |a’<lp|4 k) + lower order terms, (3.154)

where both leading order terms have been controlled in tangential estimates of E’(#). The same result holds for »*. Using the
result of tangential estimates of E7(f), we have: for any k € {0, 1,2, 3} and any ¢ € (0, 1)

+|V¢ x ofb* 2

”V¢ X ofv* : ||3—k +

H3—k,i
< P(E{(0) + f PE4(D) + EXD)dr + PV, b)) 050, (3.155)

< SEX(t) + P(o™, ES(0)) + P(EA(1)) f P(c™ !, Ef(T) + EX(7) d,

3.6.3 Further div-curl analysis for E5 ~ E;

The vorticity analysis for E4(f) requires the control of ||823k(1)¢*)2v “g ‘ for 0 < k < 3. When 0 < k < 2, there are still

normal derivatives in this term. Thus, we shall do further div-curl analysis on Hszaf(D‘fi)zvi”i_k forO <k <2 Let7® =
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6;“’5‘1“5;2 (w(x3)03)® with (@) = 2. The divergence part can be reduced in the same way as in Section 3.6.1. We take *7° in
the continuity equation and omit the lower order terms to get

Ve T £ —205TDY p + (930) ' 00KT 0 - B3,
which gives
1629 - STV 1R < Cllvllwne) (6 BT ¥, + 2057wl ) + lower order terms. (3.156)

Remark 3.3. The term generated when commuting 7 ¢ with V¥ is actually of lower order. One can check that (see also [65,
(3.24)-(3.25)])

[(@3)", 351 = (W33)"0s f = D3(w33)" ) = D eni@d)'Dsf = > dnsds(@ds)'f

k<m—1 k<m—1

both are (m+1)-th order terms

for some smooth functions ¢, x, dmx depending on m, k and the derivatives (up to order m) of w, and the right side only contains
< m-th order terms.

Similarly, using V¥ - b = 0, we have

Ve T £ AT (V% - b) +(050) 90 T - 33D
=0

and thus
12V - b 13, . < CUIb* lwimiae) [0S T wls_, + lower order terms. (3.157)

The control of divergence part in the analysis of E£(7) is concluded by the following energy inequality. For any k € {0, 1,2},
any multi-index a with (@) = 2 and any ¢ € (0, 1)

V¢ - a0 09|, S CUvE @) 20T T |2, , + CAv*. b lyroae) [947u ;.

f (3.158)
< UV llwioiaen) 64T T p* [, . +SES() + P(ES(0), ES0)) + P(ES(1) fo P(E(7), E5(T)) dr,

where the term involving 7 p* can be further reduced to 7 (v, b*) when 2 — k > 0 so that one can further apply the div-curl
analysis to it.

As for the curl part, we can still mimic the proof in Section 3.6.2 to get the control of ||826f‘7"a(V" X (v, b))||2_ Lfor0 <k <2
and (@) = 2 withaz =0

1d
S | @R TVE x| + [TV x b0 + T | x AT (v x b0 dV,
2dr Jo- (3.159)
K K a + iy K K K
< P(ES(0), ES(D) + || 0 T (DFv*||,_, < P(E}(0), ES() + EL(D).

Then we commute aZ-kai“ra with V¥x to get: for any k£ € {0, 1,2}, any multi-index a with (@) = 2 and @3 = 0, and any

0e(0,1)

[ve xcatre . + [V x diTee,,

< P(EX(0), EX(0)) + fo P(EX(7), ES(1) + ES(T) dT + PV, b*|lyre(-)) |a2affr“¢|§_k (3.160)
< SEX(D) + P(o™', EX0), EX0)) + P(EX(1)) f P(o!, EX(7), EX(T)) + EX(T) dt,
0

where we use the result of tangential estimates to control |826¢Taw|27k. When k£ < 1 in the above energy estimate, we shall

continue to apply the div-curl analysis to ||s46f7’"(Dfi)2vi||ik.
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For Ef and Ef, we have analogous div-curl inequalities. For [ = 2,3, we continue to analyze the divergence and the
curl according to (3.130). Similarly as above, we have the following estimates for any k£ € {0, 1}, any multi-index « with
(@) =4, sz =0andany ¢ € (0, 1)

|s#¢ x T v ||

||1 Lt [V x a T 2

||1—ki

2 (3.161)
< GEL(D + P( ! ZE§+Z(0) + P(EX(1)) f [ I,ZEZH(T)] + EX(7)dr,
10
where this EX term is contributed by ||£°0¢7*(D*)?v*|,_, .. When k = 0 in this term, we again apply the div-curl analysis to

it in order to ehmlnate all normal derivatives falling on v, b For any multi-index @ with (@) = 6 and @3 = 0 and any ¢ € (0, 1),
we have

Jewe 7w, + v x 7ob

3
S SE5(D) + P[fr”, D.E +,(0>] + P(E4(1) f [ . Z Efm(r)] + Ej(n)dr.

=0

(3.162)

The control of divergence part for E¢(¢), E%(7) also follows the same way as E(7), E5(7). For any k € {0, 1}, any multi-index
a with (@) = 4, a3z = 0, we have

le've - BT 0= b|[) L s CAvE @) [0 T T 2|, , + CAV=. b lwreiae) [0,

<6E“(t)+P( - ZE§+,(0)]+P(E (1) f [ ! ZE§+,(T)] dr,
1=0

where the term ||866f7'“7' pilﬁ_k , does not appear because it can be converted to full tangential derivatives (part of E¢(7))
which has been controlled in Section 3.3-Section 3.5. For any multi-index a with (@) = 6, a3 = 0, we have

(3.163)

|€°V# - a7 (v*, b* )||0+ < C(VEllwrsoe)) |80k T T p* ||0+ + C(Iv*, b)) [ 5T w]l

(3.164)
< SES(D) + P[a—l, Z EX, (0)| + P(EL(r) f P[o-‘l, Z EZH(T)] dr,
1=0 0 1=0
where the term ||88'7" ‘“Tpiﬂé ., does not appear because it has been included in tangential estimates for E5(2).
3.6.4 Modifications for the 2D case
In the case of 2D, the equations of vorticity V#-* - v and current density V¥+ - b are
pD{ (V& ) = (b - VEY(VE - b) = = (V45 p) - (D}v) = p(V#4v)) - (V5v) + (V94b)) - (VED), (3.165)

DY(V9* b)Y = (b - VE)(VE* - v) = b - V9 (V2 - v) = = (V95 - B)(VF - v) — (Vo)) - (Vfb) +(V94b)) - (va), (3.166)

which has the same structure as (3.143)-(3.144). Thus, we expect to adopt the strategy in Section 3.6 to prove the div-curl
estimates. The only slight difference is the structure of Lorentz force. Let us take the §3-estimate of V¥ - (v, b) for an example.
In this case, the problematic term (in the analogue of K li in (3.147)) becomes

K= | @Vt b*) (b* - VEH@PV 0Y)) AV,
(X3
Again, we invoke the continuity equation, commute V¢ with D¥* to get
+ weliadwe i\ L 2 ta3apo et & 3 90 NPt + 2 7.+ a3 Pt + 3 ot +
b* - VOOV - vE) = &7 (b1 870D p* — b0°dY D p )-s(béD(o"’p) b38°D{™ (8 p*)).

Then we plug the momentum equation

_a¢p pD{vi — bla‘fh - bzagbl + bla‘fbl + bza‘sz = pDfv + by (V¥ - b)
_(9‘2PP = prvQ - blasz - bzagbz + bla‘gbl + bz(?;’bz - ,DD;FVQ — by (VP b)
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to get
bt . V%J-(a3vw . Vi) é ?;tpi(bi,l . 63(D;Pi)2vi) _ 7:[)1 ((b;;)z + (bg)Z) (93D;Pi(V4P,J. . b), bt = (_bZ,bl)-

Thus, the term Kf' can be controlled in a similar manner as in Section 3.6
Klil é (03v¢p,J_ . bj:) (?'pipibi’J_ . 63(thi)2vi) d(vt
Q:t

- | FP@ Vb (DFFFVE - b AV,
Q=

+ + 1 + + |1+ +
= | @Vvet b (Frptb=t - @ (DF)) dV, - 5 f NSRS 7l L A A i 4
Qs Q*
1d 2143 2
S el e,
Hence, the curl estimate (3.152) should be modified to be

1d

orri LA VIO + (1 + FEp*D) |03 (Ve - b5 dV, < P(Ea(r) + Es(0). (3.167)
Qi

3.7 Uniform estimates for the nonlinear approximate system
3.7.1 Control of the entropy

It remains to control the full (anisotropic) Sobolev norms of the entropy functions S*. This can be easily proven thanks to
D?*S* = 0. In the control of EX, (¢) for fixed 0 < [ < 4, we need to take the derivative 87 := 9* kT = 8;/3 (wd3)" 6f+y°5T'+yi EZZJ%
with yo +y1 +y2 +v4 =20,y + ¥, + ¥y =4 —k—1land 0 < k <4 — [ and also multiply the weight £”. Then we can introduce

the Alinhac good unknown S? with respect to this general derivative % by

§* 1= 9IS * - 07pd%S*,

which satisfies the evolution equation D¥*S%* = DI(S*) in Q* where D(S*) is defined by (3.10) after replacing 7 with 4.
We will get

IS <1 02010

! ; !
S OE%, (1) + P[o"l, Z E;+j(0)] + EX(D) j; P{o——‘ , Z E§+j(‘r)] dr, (3.168)
Jj=0 j=0

where we again invoke the estimate of 63(&'0 that has been proven in Section 3.3-Section 3.5.

3.7.2 Uniform-in-« estimates for the nonlinear approximate system

Summarizing Proposition 3.2 (L>-energy conservation), Proposition 3.3 (tangential estimates), Proposition 3.8 (div-curl esti-
mates) and (3.168) (entropy estimates), we conclude the estimates of the energy functional E“(¢) for the nonlinear approximate
system (3.1) by

E*(t) < 0E*(t) + P(E*(0)) + P(Ek(t))f P! EX(T))dr, Y6 € (0,1) (3.169)
0

Thus, choosing ¢ suitably small such that E“(¢) can be absorbed by the left side and then using Gronwall-type argument, we
find that there exists a time 7, > 0 that depends on o~ and the initial data and is independent of « and &, such that

sup EX(t) < C(o™ " P(EX(0)), (3.170)

0<t<T,

which is exactly the conclusion of Proposition 3.1.
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4 Well-posedness of the nonlinear approximate system

We already prove the uniform-in-« estimates for the nonlinear approximate problem (3.1). If we can prove the well-posedness
of (3.1) for each fixed x > 0, then the uniform estimates allow us to take the limit k — 0, and prove the local existence of
system (1.30) for the compressible current-vortex sheets with surface tension. Since there is no loss of regularity in the estimate
of EX(t), we would like to use Picard iteration to construct the solution to (3.1) for each fixed «.

4.1 Construction of the linearized problem and the iteration scheme

We start with ¢! = 1% = 0 and (V0% plO= pl01= 0Ly — (6, 6,,01, 0) for some constants p* > go. Then for any n > 0,n €

N, given (VKL= plhlx plE glklxyy e define (vIH1bE, pltll glatlls glntll |y lnt1ly by the following linear system with
variable coefficients only depending on (vI"h*, plnh® glnl® glalx yylnl yyln=11y

p[n],iDt@‘"],iv[nH],i — (Bl gy plne e V(p["],iq[l’Hl],i -0 in [0, T] x QF,
(ﬂi)["]Df[n]'iq["H],i - (?-pi)["]D‘,pm’ib[””]’i Bl g L yntllE = 0 [0, T x QF,
D;p[”‘,ib[ml],i — (Bl gy lntllE y plnlegete L lnelle — in [0, T] x QF,
[n]
D gl = in [0, T] x Q*
_ _ ’ ’ 4.1
I[q[nﬂ]]] - 0"7'((lﬁ["]) — k(1 - A)zw[ml] —x(1 - A)@,lﬁ["”] on[0,T] XX,
G+l = yln+llx . pin] on [0, T] XX,
v[;'*”’i =0, on [0, T] x X*,
(v[n+1],j:’b|n+1],j:,q[n+1],i’S|n+1],j:’wi)hzo — (Vg,t’ S,i’ qg,i’sg,i’wg)’
where bl[”]’i = bE"]’i fori=1,2and bg"]’i is defined by
B o= b+ g (DY g + BBy - B | 4.2)

where R% is the lifting operator defined in Lemma B.3. The initial data (vj™, b5, 5™, S ¢*, ¥§) is the same as (3.1). The basic
state (Wb plrbx plnlx glulx ylnl =11y gatisfies

1. (The hyperbolicity assumption) p"* > 0 is determined by the equation of state (1.18) where p"l* is defined by pl"h* :=
g"* - Lpi+ 2, Then define 71" = log pl"l, 77" 1= 9T (plilles gltllx) > 0,

2. (Tangential magnetic fields) b"* - NI"l = 0 on =, and b{""* = 0 on =*.
3. (Linearized material derivatives and covariant derivatives)

- _ 1
DI =0y #1 T g N =, 43)
] Oypl™ ] ] 0y (] n] ] 1
o =0, - 6::;[”] 03, Vi =0 =0,- ﬁab a=12, Vi = = W& 4.4

where N := (=8¢, -0y, 1)T and NI is the extension of NI with o = x3 + y(x3)y (2, x').

[n+1],£ [n+1] _—

After solving the linear problem (4.1), we define p =gq and use the equation of state p
plrlpl+1] gty to determine the density p"*!1 > 0. We shall also define the “modified magnteic fields” b"*!:* as follows
in order to guarantee b"*!h* . NI"*11 = ( on ¥ and T*:

[n+1],x _ %|b|n+1],i|2

[n+1],+ _ g [n+l]+ [n+1],+ _ g [n+l]+
bl - bl b2 - b2 ’

ki

bgn+l],i — b:[;1+1],i + 9{; (b[1n+l],151¢[n+l] + bgﬁl],igzw[ml] _ bgrm-l],i) (4.5)

-
Remark 4.1 (The boundary constraint of magnetic fields). The modified basic state b is necessary here, because the quantity
b1 solved from (4.1) may not be tangential on X and so integrating (b - V¥) by parts produces uncontrollable boundary terms.
When taking the limit n — oo, we can show that the limit function 5™/ also satisfy the boundary constraint 5!*! - NI*l|z = 0
which then indicates that bg‘x’] = bg‘x’] in order to recover the nonlinear approximate system (3.1). We refer to Section 4.1.1 for
details.
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Remark 4.2 (The divergence constraint of magnetic fields). Notice that the divergence-free condition for b* no longer propa-
gates from the initial data for the linear problem, but we will show that the contribution of the divergence of part of b* is still
controllable and does not introduce extra substantial difficulty. After solving the nonlinear problem (3.1) for each fixed « > 0,
V¢ . b* = 0in (3.1) is automatically recovered from the initial constraint V¥ - bgi =0.

For simplicity of notations, given any n € N, we denote (vI"*1- plr+ll= q'”*“i p[”“]+ p'”*“i §lntlle ylnrily
(i pln | plnls | glnle p["]+ ["]+ , S U= gty yln=1 respectively by (v, b*, ¢*, p*, p*, S *), (7=, b*, b=, §*, p*, p*, S *, ) and

Jr. Also, we denote D“’ * and 6“’ V"D[nl by D?* and (9“’ V¥. Thus, the linear problem above becomes

pDPEvE — (b - VO)b* + Vog* = 0 in [0, T] x QF,
FEDY " —F D] b b+ V8 vt =0 in [0, T] x QF,
DP bt — (b* - Vo + bEVe vt = 0 in [0, T] x QF,
Ot o+ _ i +
Df*S _00 B B in [0,T] x Q%, 4.6)
lgll = oHW) — k(1 = Ay — k(1 = NS, on [0, T] X X,
o =vt-N on [0, T] X 2,
v;=0 on [0, T] x X%,
(v, b, g%, S, P)lio = (55, BEE, 5%, S &%, y8),

where DY = 8, + -V + 55 N = 8,¢)d3 and H() = V - (Vi /IN)).

4.1.1 The way to recover the nonlinear approximate system

Before going to those tedious heavy calculations, let us first see how to construct the solution to the nonlinear system (3.1) for
fixed k > 0 if the existence of (4.6) and the strong convergence result has been proven. We assume that the expected limit is
denoted by (vIh*, pleol pleolx gleolx ylely Then the limit functions satisfy the following system

plel Dw[‘”] Eyleols _ (plocl .yl yplools 4yl gleols = 0 n [0, T] x QF,
(7-‘+)[0°] D gl (F2)~ID? St pliols | pleots gy ol — 0 in [0, T] x QF,
D¥ ]+b[oo1 + (b[w],i L YETylelE y pleolegel™ L lelx _ () n [0, T] x QF,
p?EgiolE — g n [0, 7] x Q, @.7)
[[q[oo]]] = cHW™) — k(1 = A2 — k(1 — A)dy™! on[0,T] XX, ‘

Al = yleolx . Lol on [0, T] X Z,

[00] £ _ on [0, T] x X=,
(v[oo] * plolt gloolt gloolx yleoly = (Vg“f,bg*,qg*,g(’;»i,wg),

where pl*! is defined via the equation of state p = p(p, S) and p!*! := gl — J|p*I[2. Also we have

[eo]

DYt =8, + 9%V + Ieh NI — 5,013,

e R (b[""] £ N5,

53 [l
We must prove that by = ™ in Q*. According to the definition of b"], the limit function satisfies

[eo],2 _ ploo].+ £ (plool.tg ) [eo] [eo],£79 ) [0] [eo], £ [eo], £ [eo]) - —
B = BV 4 Ry (B0, + BB - B | = B Nl = 0

s

Since Lemma B.3 implies that )17(0) = 0, then the remaining step is to show bl=h= . NI*l|g = 0 holds with in the lifespan of the
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solution to (4.7) provided b[*+* . NI*l|_y = 0 on . On X, we compute that

[oo] [oo] [eo]
Df ,t(b[oo],i .N[oo]) - Df Epleol | prleo] 4 pleolx .D;a = Lol
— (E[m],i . ﬁ) V[m],i . N[OO] + (b[w],i . N[""])agv[""]’i ,N[DO] + (b[m],i . N[m])(vw[“’] . V[m]’i)
——— ————

———
—plol+.y =0onX =0onX

_ Bl[oo],igiatd’[oo] _ Bl[oo],i‘—}goo],tgjglw[oo]
— (l_)[oo],t . V) (v:[;oo],i _ l—}5'00],16]"7//[00]) +B£w],tv5w],iajaiw[w] _ l‘)l[oo],taialw[oo] _ Bl[oc],i‘—}.[/oo],tajaiw[oo] =0

=gl

Thus standard L? energy estimate shows that
d _ _
T f |pte=t= -1\/[°<’1|2 dx’ = f (V - ploh=) [pleol= -1\/[‘><’1|2 dx’ < oV | [pIF= - NI 3 (4.8)
p> b

Since bl*+* - NI*I|_y = 0 on X, we conclude that 5!*}* . NI = 0 always holds on by using Gronwall’s inequality. Plugging
it back to the expression of bgm]’i, we find bg""]’i = bg""]’i in QF as desired. Then we can replace b by b in the limit system (4.7)

p[oo],tD;lel»iv[oo],i — (pl=)E L gehplolE g™ glels — in [0, T] x QF,

(FH)IDE gl — (F )=l e Epleolx b[""]’i + VT pl®lE =0 in [0, 7] x QF,

DF T EpIlE _ (plls L yey Il g plelage el = in [0, 7] x QF,

pFEgislE — in [0, 7] x QF, 4.9)
[41] = oH@=) - k(1 = BRI = k(1 = Byt on [0,T] X %, '
Al = ylolx L il pleol L el — on [0,T] X X,

vgoo],i _ bg‘x’]’i -0 on [0, T] x =%,

(Il pleols gleols glooks yleoly) o — = (V5 by, gy . ST U,

in which (v[®h#, plel= gleolx yl=ly exactly gives the solution to the nonlinear approximate system (3.1). Finally, the divergence
constraint V¥ -p®}# = 0 in Q* automatically holds thanks to the second equation, the fourth equation in (4.9) and V¥ b5 =0
in Q*,

4.2 Well-posedness of the linearized approximate problem

Although (4.6) is a first-order linear symmetric hyperbolic system with characteristic boundary conditions, it is still not easy to
apply the duality argument in Lax-Phillips [29] to prove the well-posedness of (4.6) in L2([0, T] X Q*) because the boundary
condition for the dual system of (4.6) may not be explicitly calculated due to the appearance of the regularization term x(1-A).
Instead, we apply the classical Galerkin’s method to construct the weak solution in L?([0, T] x Q%) to the linearized problem
(4.6). Once this is done, the weak solution is actually a strong solution by the argument in [43, Chapter 2.2.3].

We assume the basic state (¥, b G, P» pS s J/) and i satisfy the following bounds: There exists some Io(o > 0 and a time
T, > 0 (depending on « > 0) such that

w (LYY

(k+a0 1-3)+ 2

( 2ok, i, §* (7_- S ‘T))

0<t<T,

20 T (a2 d-k-lx

441 (4.10)

* D NRI f |NRea5 13, ar) < ko,

where 7% := (w(x3)d3)*9;° 0" 85> with the multi-index a = (@, @1, @2,0, ay), (@) = ag + a1 + a2 + 2 X 0 + a4. Moreover, we
have

dr < C(Ky).

T .2
VO<T <T, f e 7ok
o 4k—lx
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Remark 4.3. The L?-type bound of b is obtained by using the second part of Lemma B.3 and the +k-weighted enhanced
regularity for the free interface. Indeed, the modification term R (bf@lzp + 1073621; - bi) |2 has vanishing initial value thank to

bg’i - N§ = 0 on Z. Thus, one can extend this function to (o, 7] x Q* and then apply the trace lemma for anisotropic Sobolev
spaces (cf. Trakhinin-Wang [61, Lemma 3.4] or Lemma B.3 in this paper) to show that

T
f |7 ak b - b*)
0

btd\¢ + b50,p — bt

b* - b*

2 o . — o o, — o °
+ + +
ns S |bl O + oy — b

2
dr <
4—k—1,+

2 fT
8,%,T,+ 0

where || - |lns.7xs | - Iy norms are defined in Appendix B. Notice that this vk-weighted enhanced regularity is necessary here,

otherwise we lose the control of |51,0(t)|8 and a loss of tangential derivative occurs as in lots of previous works [6, 60, 61, 62]
and references therein.

2
7T

<

0 — o, — A o
b9, + b2, b§“8*+ dt < TRy, VT €[0,T,],

4.2.1 Construction of Galerkin sequence

Since our domain Q := T2 x (—H, H) is bounded, there exists an orthonormal basis {e.,-}‘;,‘;1 c C*(Q) for L*(Q) which is also

an orthogonal basis of H('](Q). To construct the Galerkin sequence, we first write the linearized system (4.6) into a symmetric
hyperbolic system of U* := (¢*,v*,b*,S*)T € R3:
Ao(U5)0,U* + A|(UHO,U* + Ay(UHD,U* + A3(U*)A;U* =0 in Q* 4.11)

where the coeflicient matrices are

7°'p 0" —7—0},5T 0 F i e’ ~F, 507 0
aty=| 9. P O O iy G Pl bl Oy
_pr 03 I3 + 7—_pb ®b 0 —7:1,\_/,'b —b,'I3 \_/,'I3 + 7:1,\_/,'(11 ® b) 0
0o dr 0T 1 0 s o 5
Fo(0- N = 0,0) N7 ~Fp(5-N - 0,3)b" 0
T 00 |-FHt-N-a,pb  -b-NL  (-N-0,0)L+ %, - N-0,¢)beb) ]
0 0T 0" 5-N=0,¢

Also notice that the matrix A3(0) is equal to the following matrix on the boundary

0 NT o
A3(U)lzz= =[N  O; ,
04 04

which has constant rank 2 and has one negative eigenvalue and one positive eigenvalue, so the correct number of boundary
conditions to solve U* in (4.11) is 1 + 1 = 2 (the jump conditions for ¢ and v - N), and we need one more equation, namely
oy =v*- N , to determine the free interface.

Given 2 < m € N*, we introduce the Galerkin sequence {U™*(z, x), y"(t, x')} by

m

UM (1, x) = Z Ut (ex) 1<j<8, (4.12)

=1

m
WX = g nen, 0). 4.13)

=1

The Galerkin sequence is assumed to satisfy the boundary conditions

O™ = U™ — Uy — U0 (4.14)
[vi] = oH @) - 1 = B2 - k(1 = BYdy" @.15)
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Now we introduce an ODE system as the “truncated version” of (4.11) in Span{ey, - - - , e,,} by testing the Galerkin sequence
by a vector field ¢ := (¢, , ¢g)" with

¢i:= ) gu(e,(x) € Spanfey, -+ , e,).
=1

2
f AJOOU} i dV, + ) AUUGUT i dVy + f AOH)GUT )iV, =0 (*.16)
o = o

where dV, = 03¢ dx Integrating by parts in Oy and 83, we get
- 3 . R o
fg ) Af{(l?i)(azU;”’i)qﬁ,- - kz_; Uf’*ak(A;g(Oi)@) dv, = fz AJ U UT¢;dx' = 0. 4.17)
Plugging the Galerkin sequence into the above identity, we get
.. 3 .. L.
fg ATUHeRB U (0 = Y oA T)e)eU) (1) dV, = + fz AJOHUTdx. (4.18)

k=1

Taking sum for the two parts in Q*, setting ¢;(x) = e;(x) and using the jump condition for [¢] and v* -N, we obtain a first-order
linear ODE system for {Ufj(t)}

Z (L AL (TH)e(x)ei(x) dﬂo/,)(U["]?&)/(t) - (fgi (AT (U*)e(x))ey(x) d(i/,) U

+

=f|[‘I]] <—62(x/,0)51'z(h x') — es(x', 00 (t, X') + e4(x’,0)) dx’
>

::¢\,-1§’

== [Fh)-F (o0 N) o~k [0 =B 1= B0, N) o

—k f o™ (¢ - N) dx' -k f Voy" -V (g, N) dx'. (4.19)
z z

Since the basis {e;} are smooth and the coeflicients (lojm*i, gZ) are sufficiently regular, standard ODE theory guarantees the local
existence and uniqueness of the above ODE system (4.19) with initial data

Up0) = f U (0, x)ex(093p0 d.
g Qi

4.2.2 Existence of solutions to the linearized problem

The existence of weak solution is guaranteed by uniform-in-m estimates for the Galerkin sequence {U™*(¢, x), ™ (t, x')}. Now
we let the test function ¢ = U™* in Q* respectively to obtain the standard L>-type energy estimates thanks to the symmetric
property of the coefficient matrices and the concrete form of A3(U) on the boundary

dl T o
Bl maNT | A HMmE |
i3 J 0 AU,
1 o 1 .
= E 3 U™ 57 - 0,(Ag(UHU™* dV, + 3 f U™57 - G (A(U)U™* AV,
+ Q* Q*

+ f (o] W= - uy=a1 - U820 dx (4.20)
z
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where the interior term can be controlled directly by C(Ko)||U ”’*tll(z),i. For the boundary term, using the boundary conditions
(4.14)-(4.15), we get the energy bounds under time integral

15
f f o] Wi - us=a1p - U580 dx de
0 z

= f f <o"7-{(tZ) — k(1 =AYy — k(1 — Z)a,lpm) A" dx’ dr
0 z

——a'f f(W/mDﬁatl//"dx'dr—Kf f(l—Z)l//"(l—K)a,wmdx'dT
0 z 0 z

! 13
- Kf fa,l//"atwm dx' dr - Kf fV('i,d/’" -Vouy,,dx’ dr
0 Jx 0 Js

o 4 — — 1 2 ! ' 2
S — f PVE)IVglG d + 8l Vi [y = 5 [ Vi, | = f | Vikaw™|| dr. 4.21)
vk Jo iy o Jo
We define
g 2 ! 2
N™(f) := Z ( FEUTE USE, - ,Ué”’i) +| \/;_<¢/’”|2 +f |\//_<6,x//’”|] dr. (4.22)
+ 0,+ 0

Since Ag( U *) > (0, we obtain the uniform-in-m estimate for the Galerkin sequence {U™*(¢, x), ¥ (¢, x")}.
3
N"™(@) < N™0) + f C(Ko, k HYN" (1) dr, (4.23)
0

and thus there exists a time 7'y > 0 (depending on x and IN"(0), independent of m) such that

sup N™(@1) < C’ (Ko, " YN™(0).

0<t<TnN

Because L=([0, Tn]; L2(Q%)) is not reflexive, we alternatively consider the weak convergence in L*([0, TN L2(Q5)). By

00

Eberlein-Smulian theorem and the uniqueness of expansion in Galerkin basis {€;},° |, there exists a subsequence {U"**(t, x), " (t, x')};

such that
( ?O';U’l’u,i’ U;”k,i’ e Uénk&) N ( ﬁiqi,vi, . ,b+,S+) in LZ([O’ TN];LZ(Qi)) (4.24)
Y™ =y in L*([0, TN 1 HA(Z), 0™ — 9 in L*([0, T ]; H' (Z)). (4.25)

This proves the existence of weak solution to (4.11) (and equivalently (4.6)). The uniqueness easily follows from the estimate
of IN(#) and the linearity of (4.11). The weak solution is actually a strong solution according to the argument in [43, Chapter
2.2.3].

4.3 Higher-order estimates of the linearized approximate problem

To proceed the Picard iteration, we shall prove that the bounds (4.10) for the coefficients 0, W, 1) can be preserved by the
solution to (4.6). Fix « > 0, we define the energy functional for (4.6) to be

E“(t) 1= EX(t) + - - + EX(D)

2

4-1
o o, (ktag=1-3)+
Erm:=> > (e”fr“af(vi,bi,si,(ft)fqr))
: + (a)=21 k=0 g 4-k-1+ (4.26)

4+1

!
e Y INkotul, + [ |NRa ] ar
k=0

where 7 := (w(x3)d3)*8;°d]' 35> with the multi-index @ = (@, @1, @2,0,a4), (@) = @g + a1 + @2 + 2 X 0 + a4. We aim to
prove that
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Proposition 4.1. There exists some 7, > 0 depending on « and Ky, such that

sup EX(1) < C(k™", Ko)EX(0).

0<t<T,

A large part of the proof of proposition (4.1) is similar to the analysis in Section 3. Moreover, since k > 0 is fixed, we
obtain higher boundary regularity for the free interface , which allows us to avoid some technical steps (such as the analysis
in Section 3.4). We will skip some details for the part substantially similar to Section 3 and emphasize the different part. Now
we start with div-curl analysis.

4.3.1 Div-Curl analysis

We start with E4(7). Using (B.1) and the boundary conditions for v, b, we get
+ +|2 FTEtYA E NV @ (oE LEV2 @ o (vE RKE\2 b+ 12
V. 5%, , 5 O, W) (105, B5B , + 199 - 0%, B9IR L + 1199 x (v, b5)IR , +118° (v, 65)IR) 4.27)

Remark 4.4. Here we cannot use the div-curl inequality (B.2) to estimate the normal traces because the boundary constraint
b - N = 0 no longer holds for the linearized problem.

The L*-estimates are already proven in the uniform estimates of Galerkin sequence, so we no longer repeat it. The treatment
of V¥ - v is also the same as in Section 3.3.1, that is, invoking the continuity equation. For V¥ - b, we no longer have the div-free
constraint. Instead, we can take V¥- in the linearized evolution equation of b to get

DY (V¥ - b%) = 8 (bX0% i) — 97 (bFd%ve) + [DF*, V9 1b* (4.28)

= (@7bH)(VE) - (V- b*) (V¥ - v®) + [D}, V2 1b*. (4.29)

Direct calculation shows that [D¢i, 6?](~) = —(6;.;’\3 j)ﬁf(-) - (6?@(&) - gb))@f(-). On the other hand, the «-regularization term
provides extra regularity for ¢,, ¢, ¢;. Thus, standard H> estimates give the control of divergence

1d

o 2 o _ o 1N ok
53 197 b7 s CKo, k™) (16 Mlae ¥ la.+) < C(Ko, k™HES(®). (4.30)

The vorticity part is analyzed in a similar way as in Section 3.6. The evolution equations are
PDY(V? xv) = (b V)(V# x b) = (V¥p) x (Dfv) = (Vb)) x (&%D)
= B((V%9)) x (@) + V¥(0ip — 0,) x B3v).
DYV x b) = (b V*)(V# x v) = b x VA(V# - v) = = (V# x B)(V* - v) = (V#b;) x (6%v)
— (V#5)) X (8%D) = V¥(9p — 01¢p) % 3D,

on the right side of which the highest-order derivative is 1 (except the mismatch term). Thus, we can still follow the analysis in
Section 3.6.2 to get

%% fg 5 [PV x vt + |0°V2 x b2 d V) < PES(, Ko) + K, 431)
where
ki = fg +(a3v¢’ x b*) - (b* x (PVA(V? - v%)) d V. (4.32)
Again, we invoke the continuity equation and the momentum equation to get
bx (PVA(V? - v) £ = F,b x (VDY) + b x (8°V*DFb )b
£ F,pb x (8 (D))?v) - F b x D (b;9°0°b) + F,b x D (8°V*b)b)
£ F,pb x (3 (DP)2) + Fb x DP(b x (9°V? x b))
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where we use the vector identity (ax (V¢ xb)); = (ﬁf’b j)a;j—a ,-afbi, and the omitted terms are directly controlled by P(on(t), Ko).
Thus, we have

K & f Fip(@ VP x b) - (b x (3 (D)v)) dV, + f 7@V x b) - (bx DY (b x (8°V#b))) dV,
Q* Q=

= f F @V x b) - (b x (8 (DF)v)) dV, - f 707 (bx (VP x b)) - (b x (8°V* x b)) dV,
QF 0=

1d s ls s 2 .o o
S=ya ) 70 pr@vi b, + PROELD + E50).
So, we have
LA 510w vt + |999% x o[ + 72 [ x @99 x5 a2
2dt Jo- b o !
< P(Ko)EX(D) + EX(0). (4.33)

Similarly as in Section 3.6.2 and Section 3.6.3, we can prove the div-curl estimates for time-differentiated system and 7 -
differentiated system. For 0 <1< 3,0 <k <3 —1[{a) =2l, a3 =0, we have

e a7 b < CO) [T, b, + 6297 - 570 b0

o — 2
e x a0t b, + [T T ) (4.34)
Then the curl part has the following control
. o +|2 o ]2 oo —_— 2
|28 x Tl + [V x T, + || b x @b e
! .l (4.35)
< P(Ko) [Z EX, (0) |+ P(Ko) f DB @)+ By () dr
=0 0 =0
Similarly, the divergence part is controlled by
” 2y¢ . ghga ¢||2 ” Zsz,‘b.ak(]-abt”z
€ LV s HIE g 3-lk
! . (4.36)
ot @Ot o+ 1k 2 2 K ] oK
< ngzrfp—afT Df*(q*.b%)|,_, +C(Ko) {Z EX, (0) |+ P(Ko) fo DB, (0 dr,
’ j=0 j=0

in which the first term will be controlled via tangential estimates.
For the pressure g, we still use the linearized momentum equation to convert it to tangential derivatives of v and b. This step
is exactly the same as Section 3.6.1, so we do not repeat the details here.

4.3.2 Tangential estimates

The tangential estimates are also proved in the same way as Section 3.3-Section 3.5. What’s more, the rather technical part in
the estimates of full time derivatives can be simplified a lot thanks to the vk-weighted extra regularity of the free interface. For
77-differentiated linearize system (4.6), we introduce the corresponding Alinhac good unknown F? := 77 f — 7'79‘278? f which
satisfies ) . ) )

7@ ) = 70 + (). THDLS) = DI + D (),

where
. - N; o1 . , :
C(f) = @0 NT o+ |T7, =, 05f | + dsf [‘7’7, Ni, —— | + Nidsf [‘7'7_7, ; 2]7'7 99
03¢ 03¢ (039)
LN [Wa]f——Ni 05 f1T7,051¢ (4.37)
PR ENGE » 0319, .
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and

D) = (DIENT Y0+ [T7,91-0f + |77 TN =09, 5|05

+ L[7‘%] -N83f—(i’z~N—8,¢)a3f[‘7’7 4 i )2]7‘Ya3¢
(v N-0IT",0a1f + (- N - 0d) *f)z (77,051 + T8, — D f (4.38)

with (y’) = 1. Since N3 = 1, the third term in (ZZ( f) does not appear when i = 3. Under this setting, the 7 7-differentiated
linearized system is reformulated as follows

PEDTEVYE — (b= - VHBYE + VPQE = RIF - §(¢%) in [0,T] x QF, (4.39)
FEDF QU — FEDIBYE b + V9V = R0F — ) in[0,T] x QF, (4.40)
DYBYE — (b* - VHVE 4 hE (V9 - V) = R - 5= (0vF) in [0, T] x QF, (4.41)
DP85 = D(S*) in [0,T] x QF, (4.42)
with boundary conditions
[Q] = cT7H@) - k77 (1 = 2%y = kT (1 = D)o ~ [93g] T on [0, TI X%, (4.43)
V= N =8, T + v - VT — W on[0,T] xZ, (4.44)

where 7°€v, 7°€P, 703;, terms consist of the following commutators

RYE = [T7,b*] - VIb* — [T, p*1DPv* — g7 (v*) (4.45)
Ry* = — [T, F 21D ¢ - F 207 (¢%)

+ [T, F FIDFb* - b* + FF DV (b%) - b* + (77,7 5b%] - DIb* (4.46)
Ry= = (77,61 - VO - D (b, (4.47)

and the boundary term “W?* is
WY 1= (@v* - YTV + [T, Ny, vE]L (4.48)

Given 0 < [ < 4, we shall consider the tangential estimates for 54”‘”6f‘7“" for0 < k <4-1land (@) = 2], a3 = 0.
Following the analysis in Section 3.3-Section 3.5, using the linearized Reynolds transport theorem (Lemma A.7), dropping y
for simplicity of notations, we get

dl1 , . e e . . e
33 f PleXVER AV, = f bt - VHBE - VEAV, - f e1VE . VPQE dV,

MRy - &(g*) - VP,

+

+
(S
s—7*

" (DEp + pVP - v + pos (- V(@ - @) IVE2 AV, (4.49)
where the last two terms can be directly controlled by C(Ko)EX(1). In the rest of this section, we will use the notation Lo skip
some of these remainder terms. We then analyze the first line. Integrating (b* - V¥) and V¥ by parts and using b - N|s = 0, we
get

f bt VOB . VEAT, = — f BE . (b - vOVEAV, - | (VP BHBE - VEAT,
+ + Q:t

Q=

f 'B* . DP*B* dV, - f B bH)(VP - VAV, - f sV bB* - VEdV,
o .
1d

L_ 33 o |(~;2’B+|2 dv, - - — f F =B b5V, + f N7 E B - 65D Q* dV, (4.50)
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and

- f sVE . VEQdV, = + f Ve QT dx + f QO (VP - V) dV,
Q* z Q*

=]

2 1d + B+ + A+ (- + i
Ljs_ sa ), ? Q) v, + f 7 £e¥Q* DPB* - b*)dV, - f 1Q*C;(vE)dV,. 4.51)
=7+
Notice that
f 'F ;B - b)D7TQ* dV, + f T QDB b dV, £ T f ' rQ (B* - b*)dV,, (4.52)
QF QF Q*
we find that
f bt vHB* . VEaT, - f £V vEQ* dV,
Q::
o .. 1d N
Y S L | B dV, - -—f Bi.bi) dv,. (4.53)
2dr o

Thus, we already get the energy terms for V,B and Q, and it remains to analyze the boundary term /*. Again, following the
analysis in Section 3.3-Section 3.5, we have

"+ = ST+ ST + VS+ RT+ RT + RT +ZB +ZB (4.54)
where

ST := & fz T q] 8.7y dx’, (4.55)

ST := & fz 77 [q] G - T4 dx’, (4.56)

VS =& fz T (7] - VYT d’, (4.57)

RT := - & fz (03] 770 8,7y dx’, (4.58)

RT =& fz O3qE TV (7 - VYTV dx, (4.59)

ZB  =x &Y fz O*WHdy, 7* = - f ) 1Q*C,(v)dV,. (4.60)

4.3.3 Analysis of the boundary integrals

Since the weight function w(x3) vanishes on X, we can alternatively write 7¢ = §°§%~ and 77 = §***g*-(*+0) Replacing
k + g by k, it suffices to analyze the case 77 = 6;‘84”"‘ for 0 < k <4+, 0 <1< 4. First, there is no need to analyze RT

and RT" because they can be directly controlled by using the energy bounds (4.10) for the basic state. For the term ST, the
boundary regularity is given by the x-regularization terms instead of the surface tension because we do not need a uniform-in-«
estimate for the linearized problem. Using the jump conditions for [¢]| and integrating by parts, we have

t ¢ §°
f STdr=0 f f sHokarik v VI G Ry dx’ dr
0 0 z '1 + |€IZ|2
! _ _ _ _ ! _ _ 2
_Kj(; Ls‘”aﬂ‘a“”‘k(l _ A)walr<+la4+l—k(1 My dT—Kf f‘82165+164+l—k<a>¢’ dx’ dr

— 2|t — 2
<_ ' \/;82101;64+1—kw|2 'O _ l \/28216f+164+1‘kw 5 ' \//_<3210"+164” ky

L7H],

+Z f C(Ky) dr. (4.61)
K Jo

L7H,
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For the term SOT/, we have

! t v,/
f ST dr=0c f f 8416%4”’/‘ W -6((?* -6)6?54”"612) dx’' dr
0 0 Jsx

V1 + Vi

!
-k f f Mof M1 = My (1 - A) (7 - V)aka* ' h) d’ dr
0 JX
!
— Kf fs4la£€+154+l—k<5>w <5> ((‘—}+ . 6)6554-”_/{!;) dx’ dr
0 JX
t -_—
< aC(Ko, M)t + C(Ko) f | «/Es”a’;64+""w12 [[v*llg.. dr
0

iy ' Vie? 81;+154+1—kw

2 t
0 2
o+ CKD) fo 13 . d

LAY

!
< oC(Ko, k™t + C(Ko) f ES, (1) + EX(0) dr. (4.62)
0

The term VS can also be directly controlled even if 77 only contains time derivatives. When k < 4 + [, we can use the
-1
k-weighted energy to control it after integrating 92 by parts and using Lemma B.4

VS — f£4laic535+lfkq7 5% (([[‘—/]] . 6)6554+17klz) dx/
)
— 1 - Lo, o
< ||8216§<64+l—kq—”&_”82laica3+l—ka3q—”é’_|‘—),|W%'w |82161;¢|5.5+1_k
< (E§(0) + Ef, (0)C(Ko). (4.63)
When k = 4 + [, we can first integrate 0, by parts and then integrate 9z by parts
f 1 _ _ . — . d
f VSdr £ f f 07 ([7]102*'q7) 0767 dx’ dr + f 103 g (9] - V)i dx’
0 0 Jsz b 0
T 1 1o, .
< 167967 g 1Ig _Nle™' a7 "' B3 I 191, 5.« |£707 71 5 dr
+ 6l I + 17 |0 + CREX(0)
!
< SEX, (D) + C(Ko, k™! (E"K(O) + f EX(7) d‘r) : (4.64)
0

For ZB + Z, the cancellation structure obtained in Section 3.3.1 and Section 3.4 still holds. Following step 4 in Section 3.4,
we have

ZnB:t " Z°i B f84l(6554+1_kqi _ 3?54+1_k(z/83qi)(33vi A N) 6554+l—k'j’ dx’
z

ES f £Q* |08, Ny vi | do’ - f 1Q*C,(v)dV,, (4.65)
X

+

where the first line is controlled in the same way as VS. Mimicing the proof in step 4 in Section 3.4, we have
- £84zéi [afé‘”’*k, N, vf] dx' — fg g4léi@i(vl¢) v,
z fg eM5Q" [h N v ] a (4.66)
whose time integral can be directly controlled by
SEX, (1) + C(Ko, k") (E"(O) + fo t EX(1) d‘r)

. . . . . . k a4+1—k
after integrating by parts one tangential derivative in 959***.
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4.3.4 Uniform-in-n estimates for the linearized approximate system

Summarizing the estimates obtained in Section 4.3.1-Section 4.3.3, we prove that for any ¢ € (0, 1),
3
EX(t) < SE“(H) + C(Ko, k") (EK(O) + f EX(1) dT) :
0

Choosing 6 > 0 suitably small such that the §-term can be absorbed by the left side and using Gronwall’s inequality, we find
that there exists a time T, > 0 (independent of € and n), such that

sup EX(r) < C'(Ko, k HEX(0)
0<1<Ty

for some positive function C’ continuous in its arguments. Following the argument in remark 4.3, it is straightforward to show

that
ZZ Z Zf ||‘92]Taakb+“4 r1e AT < P(EX(D)  V1€[0,T,].

+  [=0 (@)=2] k=0

4.4 Picard iteration: well-posedness of the nonlinear approximate problem

We already establish the local existence of the linear system (4.1) for each n and the uniform-in-n estimates for the solution
to (4.1). It suffices to prove {(vh=, plih= plnlx glalx Iy} hag a strongly convergent subsequence (in certain anisotropic
Sobolev norms). For a function sequence {f"*}, we define [f]"}* ;= flnt1l+ — flnl+ Then we can write the linear system of
(1=, [p]1H=, [g]!"-=, [y ]")} as follows

Pl DF [yl — (plnkE gyl 4 g [g)nkE 4yl gl _ flne in [0, T] x Q*

?-Ign],iD,w[”‘ [q]* — ?-Ign],iDttp[”‘ [b]Uh* . plb= 4 g™ . [yl 4 V[tp]"’ U — _flgn],i in [0, T] x Q*

D‘IP[”] [p]im — (plnl= th[’”)[v][n],i + b[n],i(vwl"J ] 4 yle" ", plnlEy = _fb[”]’i in [0, T] x Q*

DE" s = — flnls in [0,T] x Q* 4.67)

|[[q 1= = o (H@™) = H@" ) - k(1 = AP - k(1 = A)3, [y]™ on[0,7]x X '
[w][n] = [y]i= . NOI p yldE -1 on[0,T] x X

pihe = plthe o ke = pltthe = on [0, 7] x £*

(1", 161, g1, [y]"Dli=o = (0,6, 0,0),

where the source terms are defined by

flnle o ppln—lleg ke | ppjla-lle  Gylnle 4 poyin-tle g, il

(B G Byl g5 (4.68)
f;[n],i = [F, 1119, g1m= 1 [, 5] Vg 4 [, V] 155 g

— ([F, 1= g,pin= 4 [, p)in-11= . VplnlE 4 [, Vi ]n 1= g5 pl=) . plt=

_ (Ti)["_I]D;p[’H]b[”]’i . [b][”‘”yi’ (469)
f[n] + . _ ][n 1.+ | b[n],t + [VN][n—l],ia3b[n],t _ [b][n—l],t . gv[n],i _ [BN][H—I],iaBV[H],i
+ [b][n—l],j:(vtpl"’” . V[Vl],i)’ (470)
‘;[n],i = [1—)][}1—1],1 . 65 [n],+ + [VN][n—l],ta3S [n],t’ (471)
with
Wi gm0 N =9, B = g N, TR = Nl 0

a SD[”]
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For 1 < n € N*, we define the energy for the linear system (4.67) as follows

LE () = [E) ) + - + [E ),

3
90 =3 Y Y [T @ e gl (1),
+ k=0 (a)=2l
3+l

n 2 ' n 2
+ > [ Vet ), +f0 | Vke? o 1™ dr, 0<1<3, 4.72)
k=0

where 7 := (w(x3)03)*9;°0}" 35> with the multi-index & = (ap, a1,2,0,4), (@) = ap + @1 + @3 + 2 X 0 + ay. It should be
noted that the initial value of [EX]""]. Thus, we shall prove the following proposition in order for the strong convergence.

Proposition 4.2. There exists a time 7, > 0 depending on « and Ko, such that

V2<neN, sup [EX)"() < l( sup [E1" () + sup [EK]["_Z](I)). (4.73)

0<t<T;, 0<<T}, 0<t<T},

The proof of proposition is substantially similar to the estimates of E(7) in Section 4.3, so we will not go into every detail
but only write the sketch of the proof.

Step 1: Div-Curl analysis and reduction of pressure
The reduction of pressure follows in the same way as in Section 3.6.1. Invoking the momentum equation, we have

[n] [n]

(@3 Bs1q)"* = pIMEDF ] — @ VED LI+ 11 + @3p") T Dsg"

Then using 6? =0, — gicfb[)g}, we can convert dg to a spatial derivative of v and b plus the given term d3¢!"*.

For the div-curl analysis, using (B.1), we have for0 < /<2, 0<k<2-1

e gt =, |,

2 + nl,+ 2
< CR)(I20ET (1", 161 )1R , +

|29 x g7 (w1, (b))

2

2—k—1,+

+ HSZZV‘p[H] i af‘f"([v][”]’i, [b][n],t)

+ H53—k—zaf7~a([v]lnl,¢, [b]"4+)

2
2—k—I,x 0,+ ) 4.74)

The L? estimate is straightforward, so we skip the proof. For the curl part, we again analyze the evolution equations of
vorticity and current

p[n]D;pM (V(p[nJ > [V] [n]) _ (b[n] . V¢[;xJ)(V¢an % [b][n])

=9 s D g (99 B x @ (b1 + I DE” 9 ], (475)
D" (v x [p]") — B v VE x [w]) — B x (v (v ]

= - v s I (D X1 + (79 B x (@ v
SV VI ey (e s gl v [y, (4.76)

Mimicing the proof in Section 4.3.1 and using the vanishing initial value of system (4.67), we can prove

& \J(F b 5 G T b1

[n] 2 2

+

k—a [n],+ 2
X O T [v]"= s

e
2—k—1,+

+ 29" x b=

2—-1-k,x
4.77)

'
< Co [ VB @ + L), 0o
=)
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Similarly, the divergence of [v]"™ can be converted to tangential derivatives of [¢]" and []" by invoking the continuity
equation, and the evolution equation of V¢ - [b]"] is

D7 b1 = @ B@] ) - (7 B ) + [Df, 9P 1b)
_ V‘PM . (foh[”] + b[n]V[wl["_” . v[n],t)’ (4.78)

so the divergence part is controlled by

Inl 2 Il 2

. (9?7’(1 [V] [n],+

(e LT o]

+ Hale“’

2—k—-1,+ 2—k—1,+

(4.79)

[n]

< | oty (a1 o)

2 1
K [n]
s ias T CKD) fo J§:0[E]3+j(r>dr,

in which the first term will be reduced to tangential estimates.

Step 2: Tangential estimates

It remains to prove the tangential estimates for 777 -differentiated system where 77 = 8> **T satisfies a3 = 0,(a) = 2I, 0 <
k <3-1, 0 <1< 3. We shall introduce the Alinhac good unknowns ([V], [B], [Q]) as below instead of directly taking tangential
derivatives in (4.67).

o o [n] [n-1] _ [n—1] n
[F]lnl = flr+1l _ flnl — Ty[f]lnl _ Ty‘plnlag [f][nl _ Tytplnlagsﬂ] qlnl _ 7’y[(p]ln lla<§7 ql ]

and it satisfies

Jin-1 Jin=11

T M+ A ) = o R (€, TV 1+ D £ = DF R 4 (2]

with

[€1"(f) = €Mty — g1 #lnl) + lower-order controllable terms
(D1 (f) = D1y — D=l #l1y 4 Jower-order controllable terms

where (El[."] (fIm)y, DI fImly are defined by setting ¢ = ¢!, ¢ = @It~ flntll = ¢ gl — iy (4.37)-(4.38). This can be seen
by substracting the corresponding identities of F with superscript [n — 1] from the ones with superscript [#]. The evolution
equations of the good unknowns are (with + dropped)

PIDE VI — - v B + v QI =~ (g + € (g 4 [R], inQ (4.80)
FDE QI — FIDE B - b 4 v VIl =~y 1 g 4 [R), inQ 4.81)
Df" B — B - v VI 4 b ve - v = ] (€ — € ) 4 [R], in ©Q (4.82)

where [R] terms are controllable in L2(Q) by
IR < CROAET™ @) + LE1" (@) + [E1" @)
The boundary conditions of these good unknowns on the interface X are

[QI") = o7 (HW™) = HW" ™) = k(1 = AP T[] = k(1 = D)3, T [y

_ 7‘7w[n] [[(93 [q][n]]] _ 7‘7[170]["—1] I[aSQ[H]]] (4.83)
[V][n] LN = ‘7-7(9;[1//]["] + [1—)][11] .67-71!/[:1] + (17["] .ﬁ)w[w][n—l] + gyl .§[¢,][n—l] _ [(W][”] (4.84)
[ W1 := @301 - NHYT 7l @3 - NUHYT Y [y [ 77, Ny - 777, N, i (4.85)
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Given 0 <[ < 3, following Section 4.3.2, we can similarly prove that

d l + nl,+ +\[n],+ nl,x nl,x nl,x n
233 f pMIIVIVEP 4 B 4 () QI — (B - bl ap
+ Q*

= [ST]" + [ ST']" + [ VS]"™ + [ RT]" + Z[ RT]"* + ([ZB]"* + [Z]"*) (4.86)
+ CROE T @) + [Ty + (£ 0))

where the term [£4]"1 + [E¥]"-2] js produced from the estimates of [¢]" 1, [¢]" 2. The above terms on the right side are
defined by

[STI" = & f 7 [1g1™] 877 11" v, (4.87)
z
[STI = & f 77 [1g1™] (@1 Dy gt dy + f 77 [ig1™] G- T 1" d, (4.88)
z z
[ VS = & f T [q" ([F1™ - V)T 7y dx’ + & f 71" (["] - V) 77w dv, (4.89)
z z
[RT]" := - & f ([osta™ | 7w + 771" [836"™]) 0Ty v, (4.90)
z
[ RT]" = 5 & f (B3Lg1= Tyl + T[Ny =) (5% - TV + @ - V)T ] ") d, “.91)
z
[ZB][n],i = F 84[ f[Q][n],t[(W][n],i d.x/, [Z][n],i — _f 841[Q][ﬂ],i(0:[[11](vl[n-*-l],t) _ Q:l[n—l](vl[n],i)) dfvl[n] (492)
z =

Step 3: Boundary regularity of [/]

The analysis of the boundary integrals is still similar to Section 4.3.3. Since w(x3) = 0 on X, we can rewrite 97 to be H*g°>+*
for0 <k <3+, 0 <I<3. Then the term [ ST]™ gives the regularity of [¥]" after inserting the jump condition for [¢]"™

!
n nl|?
fo [STI" dr < — | Ve oiw1™];,,_,

;_L 'W8216f+1[w][n]|i+[7k + %-C(I"(O)fo‘ [E"w][n](T)+ [E"k][nfl](?_) dr. (4.93)

The term [ ST']" can be controlled by inserting the jump condition for [¢]" and then integrating by parts V-, 1 — A, V1 — A'in
the three terms in [¢]"™ respectively. This is essentially the same as shown in Section 4.3.3, so we only list the result

f [ STI"™ dr < C(Ko, k™M)t + C(Ko) f [E"(@) + [ () dr (4.94)
0 0

The terms [ RT]"), [ RT]"* are also controlled directly with the help of x-weighted enhanced regularity. The term [ VS]"! is
also controlled directly by integrating by parts for one tangential derivative in 8*3**/~* as in Section 4.3.3. Finally, for the term
([ZB]"* + [Z]"h#), we still have the previously-used cancellation structure

[ZB]ln],: + [Z][nl,r é T f84l[Q]ln],: [(')fESH_k,NZ!n],V!»n]’i] dx’ — f 84I[Q]:@£nl(v£nl,¢) d(Vlnl
z Q*

i‘fgéll[(l][n],i [aféfﬂ—l—k,Ni[n—l],vl[11+l],t] dx’ +f 841[Q][n],tq:l[n—l](vl[n],i)d(vt[n] (495)
z Q*

where the omitted terms are controlled in the same way as [ VS]"™. Mimicing the proof in step 4 in Section 3.4, we have

¥ f84l[Q][n],i [ai{é}#—l—k’ Ni[l’l]’ vl[l’l],i:l dx/ _ f 841[Q]i0:l[l1](v£n],i) d(vf[n]
z

Q*

L f & agm[Q][n],i [8f53+l—k,Nl[.n]7vl[n+l],i] d(i/',, (4.96)
Qi
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whose time integral can be directly controlled by
!
SLE() + CRoox) [ B0+ £ (o) o
0

after integrating by parts for one tangential derivative in 6’;53”"‘. Similar estimate applies to the second line of [ZB]"* +
[Z)0=:

!
F R e e L R e A T B
0

z Q*

!
< SLE™(1) + C(Ko, k™) f [E" () + [E 1" (@) + [E4] 2 () de
0
Step 4: Convergence
Summarizing the above estimates and using [E*]""/(0) = 0, we obtain the energy inequality
!
[E" (1) < SLE“ 1" (0) + C(Ko, k™) f [E" () + [E 1) + [E]" ) (r) d.
0

Choosing 0 < § < 1 suitably small, the 6-term can be absorbed by the left side. Thus, there exists a time 7, > 0 depending on
k, Ky and independent of n, such that

o 1 . o
sup [EX]"() < —( sup [E]"1(5) + sup [EK]'“'(I)], (4.97)
0<I<T} 4 0<t<T} 0<t<T},
and thus we know by induction that
sup [EX]"™(t) < C(Ko,k™")/2"" = 0 as n — +co. (4.98)

0<i<T!

Hence, for any fixed k > 0, the sequence of approximate solutions {(v"1*, plnh+ plnl+ glnl+ ylnlyy oo has a strongly convergent
subsequence. We write the limit function to be {(V°b*, pleol= pleolxgleclx yleelyy oo to keep consistent with the notations in
Section 4.1.1.

Step 5: Well-posedness of the nonlinear approximate problem for each fixed «

According to the argument about the limiting process in Section 4.1.1, we know the limit of h"}* coincides with the limit
of b=, Thus, the limit functions {(V[®h*, plob gleols yleoly) o introduced in Section 4.1.1 exactly give the solution to the
nonlinear k-problem (3.1) in the time interval [0, T;] for each fixed « > 0. The uniqueness follows from a parallel argument.

S Well-posedness and incompressible limit

5.1 Well-posedness of compressible current-vortex sheets with surface tension

We are ready to prove the local well-posedness of the original system (1.30) for 3D compressible current-vortex sheets with
fixed surface tension coefficient oo > 0. Recall that we introduce the nonlinear approximate system (3.1) indexed by « > 0. In
Section 4, we use Galerkin approximation and Picard iteration to prove the well-posedness of (3.1) for each fixed « > 0. The
lifespan for (3.1) may rely on « > 0. Then we prove the uniform-in-« estimates for (3.1) without loss of regularity so that we
can extend the solution of (3.1) to a xk-independent lifespan [0, T]. In Appendix C, we construct the initial data of (3.1) that
converges to the given initial data of (1.30) as k — 0. Thus, by taking x — 0, we obtain the local existence of the original
system (1.30) and the energy estimates for E(¢) defined in (1.33) without loss of regularity.

It remains to prove the uniqueness. Namely, we assume lbE ptih = yllly and (WI2h+ 2= 420+ 21y are two solu-
tions to (1.30) with the same initial data. Define [f] := fI!! — f121 and we need to prove ([v]*, [b]*, [¢]*, [¢]) are identically
zero. In fact, the argument for uniqueness is quite similar to the analysis in Section 4.4. The only difference is that the boundary
regularity is now given by the surface tension instead of the k-regularization terms. This has been studied in the previous paper
[38, Section 6] by Luo and the author, so we refer to [38, Section 6] and omit the details here.

21+
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5.2 Incompressible limit of compressible current-vortex sheets with surface tension

Next, we justify the incompressible limit of the solution obtained above, that is the limiting behavior of the local-in-time solution
of (1.30) as € — 0. Given o~ > 0, we introduce the equations of (£7, w™“, h*7) describing the motion of incompressible non-
uniform current-vortex sheets together with a transport equation of entropy S”

RET(D, + whT - VE )W — (B2 . VEORET 1 VE'II2C =0 in [0,T] X Q,
VE  wE =0 in [0, T] x QF,
@ + WEC L VEREC = (pE0 . VE )yt in [0, T] x Q,
VE . pEo = () in [0, T] x Q*,
(0 + w7 - VE”)Ef"T =0 in [0,T] x Q*, 5.1)
[M°] =o'V - ( e ) on [0, T] x =,
0,67 = w7 - N7 on [0, T] X Z,
h*=7 - N7 =0 on [0, T] XX,
(W=, 157, G50 ) g = (w7 by, S5, 6,

where 27 (¢, x) = x3+x(x3)&7 (1, x’) to be the extension of £ in Q and N7 := (=8,£7, —8,£%, 1)". The quantity [T* := [1*+ % 15k
represent the total pressure for the incompressible equations with IT* the fluid pressure functions. The quantity R* satisfies the
evolution equation (d; + w* - V¥)R* = 0 with initial data R := p*(0, ).

Denote (=7, v557, b5, pt&7 §£E7) to be the solution of (1.30) (indexed by o~ and &) with initial data (W5, vy ™7, by, =7, S 5°).
For fixed o > 0, we want to show the convergence from the solutions to (1.30) to the solution to (5.1) as € — 0 prov1ded the
convergence of initial data. We assume

1. (Constraints for compressible initial data) The sequence of initial data (¥, vy, b5, p5*7, S 7) € H*(Z) X
(H3(Q*))* of (1.30) satisfy the constraints V¥ - bi‘w = 0 in Q%, b=o7 . N‘Tlt,o = 0 on X U X*, the compatibility
conditions (1.31) up to 7-th order, Ic,lr 71 <1and| [[170]] | > 0.

2. (Convergence of initial data) (¥, vy™7, b5, p5®7, S 557) = (&5, w7, by, R57, S57) in H(2) X (HH(Q*))*.

3. (Constraints for incompressible 1n1t1a1 data) The 1nc0mpre951ble data (&7, w5 h+ < ‘.Rg 7,857) € H(Z) x (HY(Q*))*

satisfies the constraints V¢ - hy = 0in Q*, K=" - N7|,-o = 0 on T U X*, |§g T1<2 and [wol > 0

Under these assumptions, we can prove that there exists a time 7, > 0 that depends on o and initial data and is independent of
Mach number &, such that the corresponding solutions to (1.30) converge to the solution to (5.1) as the Mach number £ — 0

(w&{f’ vi,s,o" b;t,a,o"pi,s,o' Sj:,g,o') N (é_«ﬂ' Wi,o" hi,o" mi,o" gi,a')

strongly in C([0, T, ]; H):2°(2) X (H,-2(Q*)*Y), and weakly-* in L¥([0, Ty ]; H () x (H*(Q*)Y).

loc

In fact, according to estimates obtained in Theorem 1.1, we already have the uniform-in-& boundedness for ¥, v&&7,

b5, §*%7 ag well as their first-order time derivatives. Thus, using Aubin-Lions compactness lemma, the above conver-
gence is a straightforward result of uniform-in-¢ estimates. Theorem 1.2 is proven.

Conflict of interest. On behalf of all authors, the corresponding author states that there is no conflict of interest.

Data avaliability. Data sharing is not applicable as no datasets were generated or analyzed during the current study.

A Reynolds transport theorems

We record the Reynolds transport theorems used in this paper. For the proof, we refer to Luo-Zhang [38, Appendix A]
Lemma A.1. Let f, g be smooth functions defined on [0, T] X Q. Then:

f Fedspdx = f @ Pedrpdx + f F@9)dspdx + f Fedw v, (A1)

G | reosear= [ @nsospacs | satonears [ pedar. (A2
Q Q Q
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Lemma A.2 (Integration by parts for covariant derivatives). Let f, g be defined as in Lemma A.1. Then:

f (0 f)gdzpdx = - f f(8f )3 dx + JgN;idx, (A.3)
Q Q

X3 =0

f @7 f)g03p dx = — f [0 9)d¢dx + fgN;dx'. (A.4)
Q Q

X3 =0
The following theorem holds.

Theorem A.3 (Reynolds transport theorem). Let f be a smooth function defined on [0, 7] X Q. Then:

d
T f plfd3pdx = f p(Df ) [z dx. (A.5)
Q Q

Theorem A.3 leads to the following two corollaries. The first one records the integration by parts formula for DY.

Corollary A.4 (Reynolds transport theorem - a variant). It holds that

d
G [ seospar= [@rpgasars [ rofpmedrs [ (95 vgpd (A6
I Ja Q Q o

The second corollary concerns the transport theorem as well as the integration by parts formula for the linearized material
derivative DY .

Corollary A.5 (Reynolds transport theorem for linearized x-problem). Let D‘f’ =0, + (V) + @(f/ - N = 0,0)05 be the
linearized material derivative. Then:

1d

. . o 5 . 1 L oS e .
sq ) APaspax= fg P Pfospdx+ 5 fg (Dfp + pV‘p-v)|f|263tpdx (A7)

1 e
*3 fg ISP (0565 V(@ — ) dx.

= f fPosddx = f (D ) fosipdx + 5 f V- B/ Paxp dx (A8)
Q Q Q
1 . =
+5 [ P (@6 @-0) ax

B Preliminary lemmas about Sobolev inequalities

Lemma B.1 (Hodge-type elliptic estimates). For any sufficiently smooth vector field X and s > 1, one has

IXIE < Clss W) (IIXIIG + IV2 - X2, + IV9 X XIE, + 116°X115). (B.1)
IXIE < €' (e s [Vlwiss) (nxué +1IVE - XI5y + 11V X XIE, +1X - N|§_%), (B.2)
IXIE < C" (W1 Vo) (nxué + V9 XI5, + V9 X XIE_; +1X x N|§_%) : (B.3)

for any multi-index a with || = s. The constant C(|i/|,, Vi i) > 0 depends linearly on || and the constants C’(y/],, 1 Vi i) >

0 and C’(|¢/|S+%, Wl//lwl,m) > 0 depend linearly on |':”|f+1-

Lemma B.2 (Normal trace lemma). For any sufficiently smooth vector field X and s > 0, one has

X NE, < C7 (.. IVlwio) (IK9Y XIG + 119 - XIEE, ) (B.4)

where the constant C"”(J, 1 Wlmwl.m) > 0 depends linearly on |zp|2+l .
Sta
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We list two lemmas for the estimates of traces in the anisotropic Sobolev spaces. Define
L3(HM Q) = [ H (=0, T; HI Q%))
k=0

with the norm [|ull; .7+ := f_ Too lu@I?, , . dt. Similarly, we define

L (H"(D) = (| H (~o0, T); H"(2))
k=0
with the norm lul,, 7 := [ |u(@) dz.

Lemma B.3 (Trace lemma for anisotropic Sobolev spaces, [61, Lemma 3.4]). Letm > 1, m € N*, then we have the following
trace lemma for the anisotropic Sobolev space.

1. If f e LZT(HZ“”(QJL)), then its trace flz belongs to L%(H’"(Qi)) and satisfies
[l S W17 2

2. There exists a linear continuous operator Rz : L2(H™(X)) — L%(H!'(Q*)) such that (R%g)ly = g and

IRT&llns 1,57+ < Igln7

Proof. The proof for the above lemma can be found in [49, Theorem 1] when we replace (—co, T) by (—o0, 00). In our case,
we can prove the same result by doing Sobolev extension. Namely, given f € L%(HT+1(Q+)), we can extend it to F(¢, x) :
R x Q* — R such that

1 17+ S M@ Ol mxqrry S W 1,74
We can apply [49, Theorem 1] to F, and then do the truncation in (—oo, T']
|f|m,T < |F|H’”(]R><E) < ||F(l, x)”H;"*‘(]R><Q+) < ||f||m+1,*,T,+-
O

There is one derivative loss in the above trace lemma, which is 1/2-order more than the trace lemma for standard Sobolev
spaces. Indeed, for Q* defined in this paper, we have the following estimate that will be applied to control the non-characteristic
variables ¢,v- N and b - N.

Lemma B.4 (An estimate for traces of non-characteristic variables). Let QF =T ' x{0sx; s +H), Z =T x {x; = 0}
and 2* = T X {£H}. Let 7% = (w(xg)0g)* ' 0;°0" - - 85 05 with (@) 1= ag + -+ + @go1 + 204 + @qey =m— 1, m € N,

Let g*(t, x) € H™(Q) satisty [|g=(Ollns + [104gF@)llm-1.+ < 0o forany 0 <t < T and let f* € H>(Q*) N H> (Q*) be a function
vanishing on £*. Then we have

f @Y T7q*) (D) f*) dx’ < (18aq*lm-1e + 1g* e )IOY? F2 114 (B.5)
>

In particular, for s > 1, we have the following inequality for any g* € H}(Q*) with g*[z= = 0.

18*12 12 < 1KY g*llo.10Y ™" Bug*llos < g™ Mo 10ug™ 510

Proof. This is a direct consequence of Gauss-Green formula. Note that the unit exterior normal vectors for Q* are (0,--- ,0, F1)7
respectively, so we have

fz (B T7q*) (D) f*)dx’ = F fg (0aT7q") ()2 %) + (DT 7q*) ((B)? Baf*) dx

L
< (10ag™ llm-1,+ + gl D)2 f* 111 2

(B.6)
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In particular, let ¢g* = ¢g* and f* = (5)°"%gi in (B.5) and we get
8% =12 = f (@) 2g*) (@) Pg*) di’ = 72 f (0a(0y " 2g)((0)* 2 g") dx
z Q*

@ o f (04(0)* ™' ¢*)(D)* %) dx.
Qf

O
The following lemma concerns the Sobolev embeddings.
Lemma B.5 ([61, Lemma 3.3]). We have the following inequalities
H™(Q) — H™(QF) —>H™(QF), VYme N*
el o) S Nl ey Nullwio@ey S ullgsqs, ulwis@s S lullysqs)-
We also need the following Kato-Ponce type multiplicative Sobolev inequality.
Lemma B.6 ([27]). Let J = (1 — A)!/2, s > 0. Then the following estimates hold:
172Nz < M fllwseillgler: + N f 1o llgllwse, B.7)
where 1/2 =1/p1+ 1/py=1/q1 + 1/g> and 2 < py, g, < oco.
I, Flgller < 0= gller + 1° Flleligllc (B.8)

where s >0and 1 < p < co.

We also need the following transport-type estimate in order to close the uniform estimates for the nonlinear approximate
system.

Lemma B.7. Let f(r) € W"'(0,T) and g € L'(0, T) and « > 0. Assume that
f@) +kf' @) < g@) ae.t€(0,T).
Then for any ¢ € (0, T),
sup f(1) < f(0) + ess sup|g(7)|.

7€[0.1] 7€(0,1)

C Construction of initial data satisfying the compatibility conditions

Given initial data (v{j, bj, g, S i, ¥o) of the original current-vortex sheets problem (1.30) satisfying the compatibility conditions

(1.31) up to 7-th order, we need to construct a sequence of initial data (vy™, by™, gy™, S ™, ¥¢) to the nonlinear -approximate

system (3.1) satisfying the compatibility conditions (3.4) up to 7-th order that converge to the given data as k — 0.

C.1 Reformulation of the compatibility conditions
Let us first ignore the k-regularization terms and consider the compatibility conditions (1.31) for the original system. Also, let
us omit the fixed boundaries X*, omit the density functions, consider the isentropic case and write & = T'pi for convenience.
The heuristic idea is that the odd (m = 2r + 1) order compatibility condition is rewritten to be
- [Am @y @ v =--- onx

and the even (m = 2r) order compatibility condition is rewritten to be

[[A‘rs,bo(A%)rQO]l =... onX
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with Agp, = &2 + |bg|*. Such reformulation is convenient for us to add k-perturbation terms to construct the desired data for
(3.1). More specifically, let us start with the zero-th order compatibility conditions:

[90]l = THW0).  Wilimo = V5 - No = vz ~ T - O, (C.1)
The first-order compatibility conditions are
9 [q]ll=0 = FOHWli=0,  Yuli=o = 3, (V" - N)li=o, (C.2)
which are not easy to compute, especially the first one. The left side is equal to
o' -04” =Diq" = Drq = (" - V) gl - AV - V)q ™.
Using the continuity equation, the evolution equation of b, we get

Dig=—-2(V*-V)+Db-b=—(E2+ bV -v)+(b-V)v-bonZ,
N ——

:ZA&[)

and thus the time-differentiated jump condition becomes
[Aes(V# - v0)] = [[(Bo - V)vo - bo]| = (IF01 - V)gg + D} (H )l on Z.

Here and thereafter, we will repeatedly use D_,ilp =v3 on X and omit lots of redundant terms in order for simplicity of notations.

For example, we will write H () ~ Zw, write (1 — A) to be —A, and omit the commutators between D_,* and H, (1 — A), the
density function p. Indeed, later we will see that the concrete form of those omitted term is not important, and we just need to
find out the major term as in [32, Appendix A]. Under this setting, we have

[Aes(V# - vo)] ~[(Bo - Vyvo - bo]| = (IFoll - Vg + oAvigz on X, (C.3)
For higher-order compatibility conditions, we invoke the wave equation for total pressure g* to get (cf. [32, Appendix A.1])
(D1)’q = AepAq + Mo(v,b) + No(v,b)  on’%, (C4)

where
Mo, b) = = - V)q+ (b-V)?b-b+Ro(v,b), No(v,b) = a;"vfafv" - afbfafb"

and Ry (v, b) only contains the first-order derivatives of b, v with the form
Ro(v,b) = Po(b)((&"V)(0"v) + (9" b)(9"D))

where Py(b) is a polynomial of b only containing cubic and quadratic terms and (i1, i, ji, j») = (0,0, 1, 1) or (1, 1,0, 0). Taking
substraction between the equation of ¢* and the equation of ¢~, we get

[[(E)ZCI]I li=0 = [Aep A qo]] + TMo(vo, bo) + No(vo, bo)]  on X.
Then using D_;r = D_t‘ + (V1 'V), we get
[P0 -0 = D @H@D =0 + T4q li=o.
where each 77, represents either of D_; and ([7] - V). So, the second-order compatibility condition is reformulated as

[Acs A% qoll = (DY (THW) =0 + Tyd li=0 — [IMo(vo, bo) + No(ve, bo)]
~ = aAdsql + o AD* - V)bl + Tyq li=o — IMo(o, bo) + No(vo, bo)]  on X. (C.5)

Taking one more material derivative in the wave equation and again use the continuity equation, we get

(D)*q ~ —ALA? (V- v) + &b - V)X (V¢ - v) + Mi(v,b,q) + N1(v, b,q) (C.6)
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where the concrete form of M, N| will be specified later. Recursively, after long and tedious calculations (cf. [32, (A.4)-
(A.7)]), we find that the time-differentiated wave equation (restricted on {r = 0} X X) can be expressed as

m=2r+ 1, = AL ARY (V2 ) = (DY g + ) (A*) (Mar12(v0, bo, 90) + Nay-1-2;(v0, bo, qo)) on 2, (C.7)
j=0
. r—1
m=2r, AL, (A%Yqo = D)¥q+ Y (A*)(Mar-22(v0, bo, 40) + Nar-2-2/(vo, bo, 4o)) on X, (C.8)
j=0

where M_;(vo, bo) := —(by ~§)vo -bo and N_; := 0, and for r > 1 we define

r+1
m=2r=1, Mor1(vo, bo, qo) =(Bo - V(M%) ™ (V- vo) + D" By -+ b (V" v0) +Rop-1 (v0, bo, o), (C.9)
l=2 ﬁf—/

<2! terms

m=2r, My (vo,bo,q0) = — (o - V)*(A®) qo + Ra,(vo, bo, qo),
r+1

+ Z (Bo - V) (V' bo)bl! -+ b + (bo - V)2V qo)b]! - - bl (C.10)
=2

<2 terms

and the term R,,, where every top-order term has (m + 1)-th order derivative, has the following form

Ron(v0, Do, 40) = Pictbo) (CF' i i1 iv koot (VV0) =+ (VPv0) (Vo) -+ (Vi) (V¥ o) - -+ (V¥ig))

where V may represent either of V¥ or 0, and Py(-) is a polynomial of its arguments and the lowest power is 4 and the indices
above satisfy

lsih”‘ 7ip’jl"” ’jnsk+1’oskl9”' 7klsm+19
ip+ o tipt i+t jatki++k=m+1.
The term N,,,(vo, bo, o) has the following form

Non(v0, B0, 0) = P 1 (bo) (V2 100)(Vrg) + Prua(bo) (VP 2 1q0) (Vo) + Pro(bo)(V™  bo)(Vvo)
+ P,,(bo) D} ((V10) -+ (Vrvo) (V7 by) - -+ (Vbg) (V¥ go) - - (V¥ q0)) . (C.11)

i1 uskt ki
where Py, 1(-), Pna(:), Py,(-) are polynomials of their arguments and P,,0(-) is a polynomial of its arguments and the lowest
power is 2. The indices above satisfy
1 < il"" ’i[hjla“' ’jn Sk,oskl,”' akl Sm,
-+t j+-+jpthki++k=m+1

Next we take the difference between the equations (C.7)-(C.8) in Q" and those in Q™ and restrict the equation on {t = 0} X X to
get the jump condition in the m-th order compatibility conditions

m=2r+1, = [ AL A2) (V% - vo)| = D0 g + D [A%Y (Mar1-2j(vo, bo, 90) + Nar-12,(v0, bo, qo)]| on E, (C.12)
=0

—1
m=2r, [ AL, Y g0 = [ q] + > [(A%Y (Ma,-22i(v0, bo, 40) + Nar2-2(v0, bo, 40)) | on = (C.13)
j=0

J

Then using D_;r = D_t‘ + (V1 'V), we get
[Do"a] = @)™ 14l + Tiia =o-

where each 7y represents either (D_t‘) or ([v] -6). Using the jump condition for [¢]], we have
m=2r: (D) [q] ~ cAD)* "V ~ eALLAA?Y T D3q5 + oASs-1(v), by 47) (C.14)
m=2r+1:(D)* " [q]l ~ cAD'vi ~ —oAL, AA*) ' 35(V# - vi) + 7ASy, (v, by qF) (C.15)
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where the leading-order terms in S,, are
Sar1 £ (Mepy) b - DAY 2035, Sap & =(Aep) ™ (b - VIHA®Y 205V - ), (C.16)

Thus, the compatibility conditions for the original current-vortex sheets system (1.30) are reformulated as

r

m=2r+1, =AML AR v | ~ > [ ARV (Mor1-21(v0, bo, q0) + Nar-1-2j(vo, bo. 90))| (C.17)
j=0

+ T q im0 — OAL L, AAPY 1 05(V90 - v0) + 0AS, (V). bg . q5)  on X,

r—1
m=2r, [ AL, A*Y g0 ~ " [(A%) (Mar-22i(vo, bo, g0) + Nar-2-2;(v0, bo, 40) | (C.18)
j=0

+ T ind =0 + AL AAPY 038 + oASy,1(v5. b5, q5))  on X.
Note that the time-differentiated kinematic boundary condition is already implicitly used when deriving the above compatibility
conditions. Similarly, the compatibility conditions for the xk-approximate problem (3.1) are reformulated as

r

m=2r+1, = [ALLARY T2 V)| ~ > ARV (Mor1-2(v%, b, ) + Nar1-2j0%, b, )|

j=0
+ T =0 = AL, AAT)Y T 03T v ™) + kAL, AP(AP) T 03V - Vi ™) + kAL, A(APY D33
+ (@A = kKBS (05 BT gy ) + kASy (0T BT gy onZ, (C.19)

r—1
m=2r, [[AQ,;,O(A%)QIS]I ~ Z [[(A%)j(Mzr—z—zj(Vg,bg,qg) + N2r—2—2j(V8,b6,616))]|

j=0
+ T ind =0 + TALL AARY T 035 — kAL AP (ARY T 035 — kAL, AARY ' 93(V# - v)
+(TA = kKA)So (VT U5 g5 + KAS, (T, BT gfT)  on . (C.20)

C.2 Construction of the converging initial data

Given initial data (v§, by, g5, S, ¥o) of (1.30) satisfying the compatibility conditions (C.17)-(C.18) up to 7-th order, we now
construct the initial data (vj™, by™, 5™, S ¢*, ¥4 to (3.1) satisfying the compatibility conditions (C.19)-(C.20) up to 7-th order
that converge to the given data as k — 0,. To do this, we just need to equally distribute the «-term to the solution in Q* and

the solution in Q™.

C.2.1 Recover the 0-th order and the 1-st order compatibility conditions

First, we pick bg’i = by, Y = Yo. We define 0,y |;=0 := v§ - No and 0,b%|=g = (b - Vv — by(V# - v) in Q*. Then the
constraints for the magnetic field are automatically satisfied. Now, we construct qg)) such that (vg, by, qgo)’i, o) satisfies the

0-th order compatibility condition (C.20). The function qf)l)’i is set to be the solution to the poly-harmonic equation

Azqg))’i = Azqg_ 3 in QF
E)O)’i =qy ¥ %KAzlﬂo + %KA(vg - No) onX C21)
63q(()0)’i = O3qy onX '
6§qg))’i =dlq5, 0<j<1 on I*,
Then for s > 4, we have _ _
gy = gillee < KA Wols-05 + KIAWVE - Nolls—os = 0 as k = 0.

With this ¢, we define d2y/l,—o = 8,(v* - N)li=o Via (v%, b%, ", o) on =. (Note that d,v - N, already includes d3go. Only
when we have o"hqi)o)’i = 03qj, on X can we keep the jump condition [0,(v - N)]| = 0.) and also define the corresponding 8,2b|,=0
in QF via the evolution equation of b. Thus, the d,-differentiated boundary constraint for - N is also satisfied.
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Now we introduce v(o)’ such that (v(o) (0)+
50

Vo, = Vy; fori=1,2 and define v(o) via the followmg poly-harmonic equation
AWOE = Sy, in Q*
Ao v vy ) = (V90 Ay vi) F 3([000 - VG = 45) F 587, £ 5Adsq)""  onZ
(0),+ + 2 (O)i 2%
Vo3 = Vo O3ve3 = 03vg on X
O —plvE 0<j<2 on X*.

It is also straightforward to see the convergece for s > 6

0),+ 0),+
I = Vel S 157" = gElsmos + k(vizlsens + 10345 ]sr0.5)-

C.2.2 Higher-order compatibility conditions

, o) satisfies the 1-st order compatibility condition (C.19). We define

(C.22)

For r > 1, we can inductively define q(r) such that (vf{*l)’i, by, q, () , W) satisfies the compatibility condition up to 2r-th order

and define vg) =

e o
(A%)r(vtpo . (r),t) = —A’" (A‘p")r(V""O . (r—l),t)
AP0 J M N- (r),+ b+ (r)+ - M N (r—1),x b+ (r=1),+
+Z( Y ((Mar-12j + 2r12j)(v ) = Maroi22j + Nor12))(v, x gD
_z(( [f:::>l]]6](r),—_ [[W_U]]q(r Dy - oA lA(A‘pO)’ 19, V%0 . (V(r)+ V(()g Dty
=0
+0A(So, (W, bE, g7 ) = So, 0T bt gl ])+)))
5 [ A2 (AY 193V - (v =T —AAL, (MY 1 a(gg T - qf P
5 ((Kzsb A32r+1)(V(r)Jr bo ng) (A2S,, — ASzm)(V(r_l)Jr ) (()r 1)'+)) onX
('")é E)?i_aé vy E, 0 j<2r+2,j#2r+1 onX
My ="t 0<j<2re2 on T*.

Since we require the compatibility conditions up to 7-th order, we can stop at » = 3 and define (vj
be (1;(3)+ by, (()3)+ S5
2X 2r+3) =18, we have the convergence as k — 0

.
+ o+ + 1+ + ES i x —1), +
l06*, a6 = 05, gDl .. < PAVE bE, a5, SEllsr ) | Klolwss + ) KIADYVELsrr 5+ Kl(A%) D 3380052
Jj=0
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A2r+2qg’)>i‘ — A2r+2q(()r—1)-i in Q*
Ar (A¢U)r (r),t _ rb (Atpo)r (r=1),+
+ Z(A‘p")’ ((MZr 2-2j + Nayaa )OS0 b, q0) = (Maroacaj + Napoaa vy 2%, B, E{‘”’*))
((T[fr(r ])]]q(r) T[f:(rn)]]q(r 1),— )+ O'A A(Agao)r 18 (q(r)+ (()r 1), +)
FOASo1 (v b5 g ) = Sarn 07 b5 g ‘“)))
¢§ " AZ(Atpo)r 16 (q(r)+ (r l)+) AAr (A‘po)r 16 Vo . (v(r D+ Vgr—2)+)
=0
F5 (A28t = AS2)(Wy ™, bE . g ) = (A2Syoy = ASy)OV) 2 b5, gy ™) onX
6éq(()’)+ gy 0<j<2r+1,j#2r onX
Ay =gy V", 0 j< 2+ on 27,

(C.23)

g D* and v(()g)’ such that (v(r) N (r) *, ) satisfies the compatibility condition up to (2r + 1)-th order

(C.24)

5Ty ST ) to
Yo). It is also straightforward to see the convergence after long and tedious calculations: For s >

-0,



provided that the given initial data is sufficiently regular. Specifically, picking s = 18, the given data is required to satisfy
vy, b5 gy S )llao.e + Wolars < +oo. We may assume the given data belongs to C*-class for convenience.
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